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1. Motivation

1. First motivation comes from the study of ”decomposition systems”.

The partition lattice of a set U is denoted by Part(U). A closure system
(U, C) is called algebraic, if for any updirected system Q ⊆ C,

⋃
Q ∈ C

holds.

Decomposition systems

Let (U, C) be a closure system. A decomposition in (U, C) is a partition
of the set U whose blocks are closed sets from C. If the closure system
(U, C) is algebraic and satisfies the property

∅ ∈ C and {u} ∈ C, for all u ∈ U. (I0)

then its decompositions form a complete lattice denoted by D(U, C),
having as least element 4 := {{x} | x ∈ U}.

Theorem[FR1] D(U, C) is a complete sublattice of Part(U) if and only if
(U, C) satisfies (I0) and the condition:

If A,B ∈ C and A ∩ B 6= ∅, then A ∪ B ∈ C. (I1)
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Examples

If T = (U;E ) is a finite tree, then the vertex sets of its subtrees form a
closure system (U, C) which satisfies conditions (I0) and (I1). Then
D(U, C) is a greatest possible Boolean sublattice of Part(U), having the
size 2n−1, where n =| U |.
Closure systems satisfying conditions (I0) and (I1) are called weak interval
systems. In their case D(U, C) is a semimodular sublattice of Part(U).

2. Another motivation comes from the investigations of M.K.Bennett; An
important result of the research she initiated was the characterization of
partition lattices among the geometric lattices, by J. Kahn and J. Kung.

Partition lattices are modularly complemented, supersolvable geometric
lattices whose atoms have particular properties.

The questions examined here:

Which are the maximal Boolean sublattices of Part(U) (w.r. to ⊆)?
Which are the Boolean decomposition sublattices of Part(U)?
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2. Preliminary observations

Clearly, the least element of Part(U) is the partition 4 of U having only
blocks of the form {u}, u ∈ U, and its greatest element is the partition
∇ having as a single block the whole set U.

Lemma 1.

Let U 6= ∅ be a finite set. Any Boolean sublattice B of Part(U) can be
extended into a Boolean sublattice B∗ of Part(U) with 4,O ∈ B∗.

Let B be a Boolean sublattice of Part(U) with 4,∇ ∈ B. As B is finite,
it is an atomistic lattice - the set of its atoms will be denoted by A(B).

Lemma 2.

If B is strictly included in a Boolean sublattice D of Part(U), then there
exists an atom α ∈ A(B) such that α is a proper join of some atoms of D
strictly less than α. Moreover, there exist some elements δ, δ′ ∈ D with
δ ∨ δ′ = α, δ ∧ δ′ = 4.

We will see that Lemma 2, in fact shows, how the Boolean sublattices of
Part(U) can be extended in some elementary steps.
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3. Sublattices generated by disjoint and independent systems

(1) Let H be a nonempty subset of a lattice L with 0. A finite meet of
elements in H is called a ∧-element. The set of all ∧-elements of H is
denoted by H∧. The set H∨ of ∨-elements of H is defined dually.

2) A nonempty subset D = {di | i ∈ I} ⊆ L \ {0} is called a disjoint
system, if for any i , j ∈ I , i 6= j , we have di ∧ dj = 0.

(3) D ⊆ L \ {0} is called independent if the relation(∨
X
)
∧
(∨

Y
)

=
∨

(X ∩ Y ) (2)

holds for all finite subsets X ,Y of D. Clearly, any independent subset of
L is also a disjoint system. In view of [Gr], if D is a finite independent set
of the lattice L, then the mapping ϕ : X →

∨
X , X ⊆ D is an

isomorphism between the Boolean lattice ℘(D) of the subsets of D, and
〈D〉, the sublattice of L generated by D. Clearly, now 〈D〉 = D∨.
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Combining some results of S. Tamura[T] and G. Grätzer[Gr], we obtained

Lemma 3.

Let L be a finite lattice with 0, and D ⊆ L \ {0} a disjoint system in L.
Then the following assertions are equivalent:
(a) D∨ ∪ {0} is a Boolean sublattice of L.
(b) (a ∨ b) ∧ c = (a ∧ c) ∨ (b ∧ c) holds for every a, b, c ∈ D∨ ∪ {0}.
(c) D is independent in L.

4. The hypergraph defined by a disjoint system of Part(U)

Let D be a disjoint system in Part(U) \ {4}. We define a hypergraph
H (D) = (U, E) as follows: the vertexes of H (D) are the elements of U,
and its edge set E (called also its set of blocks) consist from the
nonsingleton blocks of all partitions π ∈ D. By definition H (D) do not
contain loops or multiple edges, moreover, two different edges A1,A2 ∈ E
can have at most one common vertex v ∈ A1 ∩ A2.
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These properties mean that H (D) is a simple linear hypergraph. Two
different partitions π1, π2 ∈ D, π1 6= π2 can have as common blocks only
singletons.

Definition 1.

The incidence graph of the hypergraph H (D) is the bipartite graph with
vertex set U ∪ E in which x ∈ U is adjacent to B ∈ E iff x ∈ B.
(i) A point-to-point path in the hypergraph H (D) is a path in the
incidence graph starting and ending in points.
(ii) A cycle C in H (D) is a simple circuit in its incidence graph, i.e. it is
a sequence v1,B1, v2,B2, v3, ..., vn,Bn, v1 , where v1 ∈ B1 ∩ Bn,
vi ∈ Bi−1 ∩ Bi , 2 ≤ i ≤ n,(n ≥ 3), and all its points v1, ..., vn ∈ U and all
its edges B1, ...,Bn ∈ E are different.
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Proposition 1.

Let B be a Boolean sublattice of Part(U) with 4 ∈ B, and A(B) its set of
atoms. Then in any cycle C := v1,B1, v2,B2, v3, ..., vn,Bn, v1 in H (A(B)),
whose edges B1, ...,Bn are (nonsingleton) blocks of the partitions
α1, ..., αk ∈ A(B), each α1, ..., αk participates with at least two blocks.

5. The main results

Let D be a disjoint system of Part(U) \ {4}, and let us consider now the
hypergraph H (D) = (U, E), defined previously.

Condition (C)

Let α1, ..., αp, β1, ..., βq ∈ D and v1,A1, v2,A2, ..., vnAnvn+1 respectively
w1,B1,w2,B2, ...,wmBmwm+1, be two paths in H (D) with common
endpoints v1 = w1 ∈ A1 ∩ B1 and vn+1 = wm+1 ∈ An ∩ Bm, formed by
the blocks A1, ...,An of some partitions from {α1, ..., αp} and by the
blocks B1, ...,Bm of some partitions from {β1, ..., βq}, and assume
{α1, ..., αp} ∩ {β1, ..., βq} = {γ1, ..., γr}. We say that the hypergraph
H (D) satisfies condition (C), if there exists a path
u1,C1, u2,C2..., uk ,Ck , uk+1 with u1 = v1 ∈ C1 and uk+1 = vn+1 ∈ Ck in
H (D) such that C1, ...,Ck are blocks of some partitions from {γ1, ..., γr}.
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Theorem 1.

Let U 6= ∅ be a finite set and D ⊆ Part(U) \ {4} is a disjoint system.
Then L = D∨ ∪ {4} is a Boolean sublattice of Part(U) if and only the
hypergraph H (D) induced by D satisfies condition (C).

For any subset A ⊆ U with at least two elements, we denote by πA the
principal partition: πA = {A} ∪ {{x} | x ∈ U \ A}.

Theorem 2.

Let 4 ∈ B be a Boolean sublattice of a finite Part(U), and α an atom in
B. Then replacing α by the partitions {πA | A is a nonsingleton block of
α}, the sublattice of Part(U) generated by (A(B)\{α})∪{πA | A ∈ α} is
a Boolean sublattice of Part(U) if and only if the hypergraph H (A(B))
does not contain a cycle that includes any block of α.
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Corollary 1.

Let U 6= ∅ be a finite set and B be a Boolean sublattice of Part(U) with
4 ∈ B. Then B equals to a decomposition lattice D(U, C) of a closure
system (U, C) satisfying condition (I0) if and only if the hypergraph
H (A(B)) contains no cycles at all. In particular, if O ∈ B then H (A(B))
is a hypertree.

Corollary 2.

Let B be a Boolean sublattice of a finite Part(U) with 4,O ∈ B. Then B
equals to a maximal decomposition lattice D(U, C), if and only if the
closure system C consists from the subtrees of a tree with vertex set U.
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