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Abstract

We introduce measure functional differential equations with infinite delay and an axiomatically
described phase space. We show how to transform these equations into generalized ordinary differ-
ential equations whose solutions take values in a suitable infinite-dimensional Banach space. Even
in the special case of functional equations with finite delay, our result improves the existing one by
imposing weaker conditions on the right-hand side.
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1 Introduction

Measure functional differential equations with finite delay have the form

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), (1.1)

where y is an unknown function with values in Rn and the symbol ys denotes the function ys(τ) = y(s+τ)
defined on [−r, 0], r ≥ 0 being a fixed number corresponding to the length of the delay. The integral on
the right-hand side of (1.1) is the Kurzweil-Stieltjes integral with respect to a nondecreasing function g
(see the definition in Section 3; this integral includes the Lebesgue-Stieltjes integral with respect to the
measure generated by g).

Measure functional differential equations have been introduced in the paper [3]. In the special case
g(s) = s, equation (1.1) reduces to the classical functional differential equation

y(t) = y(t0) +

∫ t

t0

f(ys, s) ds, (1.2)

which has been studied by many authors (see e.g. [9]). On the other hand, the general form (1.1) includes
other familiar types of equations such as functional differential equations with impulses or functional
dynamic equations on time scales (see [3], [4]). For example, consider the impulsive functional differential
equation

y′(t) = f(yt, t), t ∈ [t0,∞)\{t1, t2, . . .},
∆+y(ti) = Ii(y(ti)), i ∈ N,

}
(1.3)

where the impulses take place at preassigned times t1, t2, . . . ∈ [t0,∞), and their action is described by
the operators Ii : Rn → Rn, i ∈ N; the solution is assumed to be left-continuous at every point ti. The
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corresponding integral form is

y(t) = y(t0) +

∫ t

t0

f(ys, s) ds+
∑

i∈N, ti<t
Ii(y(ti)), t ∈ [t0,∞),

which is equivalent (see [4, Lemma 2.4]) to the measure functional differential equation

y(t) = y(t0) +

∫ t

t0

f̃(ys, s) dg(s), t ∈ [t0,∞),

where g(s) = s+
∑∞
i=1 χ(ti,∞)(s) and

f̃(x, s) =

{
f(x, s), s ∈ [t0,∞)\{t1, t2, . . .},
Ii(x(0)), s = ti, for i ∈ N.

The aim of this paper is to discuss measure functional differential equations with infinite delay, i.e.,
equations of the form (1.1), where ys now denotes the function ys(τ) = y(s + τ) defined on (−∞, 0].
The case g(s) = s corresponds to classical functional differential equations with infinite delay, which
have been studied by numerous authors (see e.g. [2], [8], [10] and the references in these works). The
general case when g is a nondecreasing function includes certain other types of functional equations, such
as the impulsive functional differential equation (1.3) with infinite delay. One particular example is the
impulsive Volterra integro-differential equation

y′(t) =

∫ t

0

a(y(s), s) ds, t ∈ [0,∞)\{t1, t2, . . .},

∆+y(ti) = Ii(y(ti)), i ∈ N,

which has the form (1.3) with

f(x, t) =

∫ 0

−t
a(x(τ), t+ τ) dτ

for a function x : (−∞, 0]→ Rn.
When dealing with infinite delay, the crucial problem is the choice of the phase space, i.e., the domain

of the first argument of f . In the classical case (1.2), the elements of this phase space are continuous
functions. Such a phase space is no longer suitable for a general measure functional differential equation,
whose solutions are discontinuous functions. The problem of the choice of phase space is discussed in
Section 2. We do not restrict ourselves to a particular phase space; instead, we introduce a certain system
of conditions and allow the phase space to be any space satisfying these conditions. A similar axiomatic
approach was used by various authors (see e.g. [2], [8], [10] and the references there) to describe the phase
space of classical or impulsive functional differential equations with infinite delay.

In Section 3, we show that under certain natural assumptions, a measure functional differential equa-
tion can be transformed to a generalized ordinary differential equation whose solutions take values in
an infinite-dimensional Banach space. Consequently, one can use the existing theory of generalized or-
dinary differential equations (see e.g. [13], [15]) to obtain new results for measure functional differential
equations with infinite delay. The idea of transforming a classical functional differential equation to
a generalized ordinary differential equation first appeared in the papers [11], [14] by C. Imaz, F. Oliva,
and Z. Vorel. Later, it was extended to impulsive functional differential equations in the paper [5] by
M. Federson and Š. Schwabik, and to measure functional differential equations with finite delay in the
paper [3] by M. Federson, J. G. Mesquita and A. Slav́ık. In [1], [6] and [7], the correspondence between
functional differential equations and generalized ordinary equations was used to obtain various results on
boundedness and stability of solutions.
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2 Phase space description

In general, solutions of measure functional differential equations are not continuous, but merely regulated
functions; recall that a function f : [a, b]→ Rn is called regulated, if the limits

lim
s→t−

f(s) = f(t−) ∈ Rn, t ∈ (a, b] and lim
s→t+

f(s) = f(t+) ∈ Rn, t ∈ [a, b)

exist. Regulated functions on open or half-open intervals are defined in a similar way. Given an interval
I ⊂ R and a set B ⊂ Rn, we use the symbol G(I,B) to denote the set of all regulated functions f : I → B,
and the symbol C(I,B) to denote the set of all continuous functions f : I → B.

Our candidate for the phase space of a measure functional differential equation with infinite delay
is a linear space H0 ⊂ G((−∞, 0],Rn) equipped with a norm denoted by ‖ · ‖F. We assume that this
normed linear space H0 satisfies the following conditions:

(H1) H0 is complete.

(H2) If y ∈ H0 and t < 0, then yt ∈ H0.

(H3) There exists a locally bounded function κ1 : (−∞, 0] → R+ such that if y ∈ H0 and t ≤ 0, then
‖y(t)‖ ≤ κ1(t)‖y‖F.

(H4) There exists a function κ2 : (0,∞) → [1,∞) such that if σ > 0 and y ∈ H0 is a function whose
support is contained in [−σ, 0], then

‖y‖F ≤ κ2(σ) sup
t∈[−σ,0]

‖y(t)‖.

(H5) There exists a locally bounded function κ3 : (−∞, 0]→ R+ such that if y ∈ H0 and t ≤ 0, then

‖yt‖F ≤ κ3(t)‖y‖F.

(H6) If y ∈ H0, then the function t 7→ ‖yt‖F is regulated on (−∞, 0].

To establish the correspondence between measure functional differential equations and generalized
ordinary differential equations, we also need a suitable space Ha of regulated functions defined on (−∞, a],
where a ∈ R. We obtain this space by shifting the functions from H0; more formally, for every τ ∈ R, let
Sτ be the shift operator defined as follows: if y : I → Rn is an arbitrary function, let I+τ = {t+τ, t ∈ I}
and define Sτy : I + τ → Rn by (Sτy)(t) = y(t − τ). Now, for every a ∈ R, let Ha = {Say, y ∈ H0}.
Finally, define a norm ‖ · ‖F on Ha by letting ‖y‖F = ‖S−ay‖F for every y ∈ Ha.

Note that if y ∈ Ha, then y = Saz for a certain z ∈ H0, and yt = (Saz)t = zt−a ∈ H0 for every t ≤ a.
The next lemma shows that the spaces Ha inherit all important properties of H0; the statements

follow immediately from the corresponding definitions.

Lemma 2.1. If H0 ⊂ G((−∞, 0],Rn) is a space satisfying conditions (H1)–(H6), then the following
statements are true for every a ∈ R:

1. Ha is complete.

2. If y ∈ Ha and t ≤ a, then yt ∈ H0.

3. If t ≤ a and y ∈ Ha, then ‖y(t)‖ ≤ κ1(t− a)‖y‖F.

4. If σ > 0 and y ∈ Ha+σ is a function whose support is contained in [a, a+ σ], then

‖y‖F ≤ κ2(σ) sup
t∈[a,a+σ]

‖y(t)‖.
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5. If y ∈ Ha+σ and t ≤ a+ σ, then ‖yt‖F ≤ κ3(t− a− σ)‖y‖F.

6. If y ∈ Ha+σ, then the function t 7→ ‖yt‖F is regulated on (−∞, a+ σ].

In the rest of this section, we present examples of spaces satisfying conditions (H1)–(H6), which might
be used as the phase space H0 for measure functional differential equations with infinite delay. These
spaces are modified versions of examples given in [10], where we have replaced continuous functions by
regulated functions; other examples presented in [10] can be modified in a similar way.

Example 2.2. Probably the simplest example of a normed linear space H0 satisfying conditions (H1)–
(H6) is the space BG((−∞, 0],Rn), which consists of all bounded regulated functions on (−∞, 0] and is
endowed with the supremum norm

‖y‖∞ = sup
t∈(−∞,0]

‖y(t)‖, y ∈ BG((−∞, 0],Rn).

It is straightforward to check that conditions (H1)–(H5) are satisfied; in particular, (H3)–(H5) are true
with κ1(t) = κ3(t) = 1 for every t ≤ 0 and κ2(σ) = 1 for every σ > 0. Finally, condition (H6) is
a consequence of the following Lemma 2.3.

Note also that Ha = BG((−∞, a],Rn), i.e., the space of all bounded regulated functions on (−∞, a]
with the supremum norm.

Lemma 2.3. If y : (−∞, 0]→ Rn is a regulated function, then t 7→ ‖yt‖∞ is regulated on (−∞, 0].

Proof. Let us show that limt→t0− ‖yt‖∞ exists for every t0 ∈ (−∞, 0]. The function y is regulated, and
therefore satisfies the Cauchy condition at t0, i.e., given an arbitrary ε > 0, there exists a δ > 0 such that

‖y(u)− y(v)‖ < ε, u, v ∈ (t0 − δ, t0). (2.1)

Consider a pair of numbers t1, t2 such that t0 − δ < t1 ≤ t2 < t0. Obviously,

‖yt1‖∞ ≤ ‖yt2‖∞ < ‖yt2‖∞ + ε.

For every t ∈ [t1, t2], it follows from (2.1) that

‖y(t)‖ ≤ ‖y(t1)‖+ ‖y(t2)− y(t1)‖ < ‖yt1‖∞ + ε.

Since ‖y(t)‖ ≤ ‖yt1‖∞ < ‖yt1‖∞ + ε for every t ∈ (−∞, t1], we conclude that

‖yt2‖∞ ≤ ‖yt1‖∞ + ε,

and consequently ∣∣‖yt1‖∞ − ‖yt2‖∞∣∣ < ε, t1, t2 ∈ (t0 − δ, t0),

i.e. the Cauchy condition for the existence of limt→t0− ‖yt‖∞ is satisfied. The existence of limt→t0+ ‖yt‖∞
for t0 ∈ (−∞, 0) can be proved similarly.

Remark 2.4. In connection with the previous lemma, note that if y : (−∞, 0] → Rn is a regulated
function, then t 7→ yt need not be regulated on (−∞, 0]. For example, let y(t) = sin t2, t ∈ (−∞, 0]. Then
for every h > 0, we have lim supt→−∞ |y(t+h)− y(t)| = 2, and therefore ‖yt+h− yt‖∞ = 2 for arbitrarily
small values of h.

The next example is a phase space that can be used when dealing with unbounded functions; it
consists of functions that do not grow faster than a certain exponential function as t→ −∞.
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Example 2.5. For an arbitrary γ ≥ 0, let Gγ((−∞, 0],Rn) be the space of all regulated functions
y : (−∞, 0]→ Rn such that supt∈(−∞,0] ‖eγty(t)‖ is finite. This space is endowed with the norm

‖y‖γ = sup
t∈(−∞,0]

‖eγty(t)‖, y ∈ Gγ((−∞, 0],Rn).

The operator T : Gγ((−∞, 0],Rn)→ BG((−∞, 0],Rn) defined by

(Ty)(t) = eγty(t)

is an isometric isomorphism between Gγ((−∞, 0],Rn) and BG((−∞, 0],Rn), and thus Gγ((−∞, 0],Rn)
is a complete space.

Again, it is not difficult to check that conditions (H1)–(H5) are satisfied with κ1(t) = κ3(t) = e−γt

and κ2(σ) = 1. To verify condition (H6), let y ∈ Gγ((−∞, 0],Rn) and note that

‖yt‖γ = sup
s∈(−∞,0]

‖eγsy(s+ t)‖ = e−γt sup
s∈(−∞,0]

‖eγ(s+t)y(s+ t)‖ = e−γt‖zt‖∞,

where z(s) = eγsy(s) for every s ≤ 0. By Lemma 2.3, the function t 7→ ‖zt‖∞ is regulated, and thus
t 7→ e−γt‖zt‖∞ is also regulated.

Remark 2.6. Consider the measure functional differential equation

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s),

where g(s) = s. In this special case, the solutions are continuous and it might be more appropriate to
choose a space H0 that contains continuous functions only. In particular, one can modify the previous
two examples to obtain the space BC((−∞, 0],Rn) consisting of all bounded continuous functions, or the
space Cγ((−∞, 0],Rn) consisting of all continuous functions y : (−∞, 0]→ Rn such that limt→−∞ eγty(t)
exists and is finite. More information about phase spaces consisting of continuous functions can be found
in [10].

3 Transformation to generalized ordinary differential equations

In this section, we establish the correspondence between measure functional differential equations with
infinite delay and generalized ordinary differential equations. The notion of a generalized ordinary differ-
ential equation was introduced by J. Kurzweil in [12], and is closely related to the Kurzweil integral. We
summarize the basic definitions and notation, and refer the reader to [15] or [13] for more information.

A function δ : [a, b] → R+ is called a gauge on [a, b]. A tagged partition of the interval [a, b] with
division points a = s0 ≤ s1 ≤ · · · ≤ sk = b and tags τi ∈ [si−1, si], i ∈ {1, . . . , k}, is called δ-fine if

[si−1, si] ⊂ (τi − δ(τi), τi + δ(τi)), i ∈ {1, . . . , k}.

Let X be a Banach space. A function U : [a, b]× [a, b]→ X is called Kurzweil integrable on [a, b], if there
is an element I ∈ X such that for every ε > 0, there is a gauge δ on [a, b] such that∥∥∥∥∥

k∑
i=1

(U(τi, si)− U(τi, si−1))− I

∥∥∥∥∥ < ε

for every δ-fine tagged partition of [a, b]. In this case, we define
∫ b
a
DU(τ, t) = I.
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An important special case is the Kurzweil-Stieltjes integral of a function f : [a, b] → X with respect
to a function g : [a, b]→ R, which appears in the definition of a measure functional differential equation,

and is obtained by letting U(τ, t) = f(τ)g(t). This integral will be denoted by
∫ b
a
f(t) dg(t) or simply∫ b

a
f dg.
Consider a set O ⊂ X, an interval [a, b] ⊂ R and a function F : O × [a, b] → X. A function

x : [a, b]→ O is called a solution of the generalized ordinary differential equation

dx

dτ
= DF (x, t)

on the interval [a, b], if

x(d)− x(c) =

∫ d

c

DF (x(τ), t)

whenever [c, d] ⊆ [a, b].
The following conditions on the right-hand side F occur frequently in the the theory of generalized

ordinary differential equations:

(F1) There exists a nondecreasing function h : [a, b]→ R such that F : O × [a, b]→ X satisfies

‖F (x, s2)− F (x, s1)‖ ≤ |h(s2)− h(s1)|

for every x ∈ O and s1, s2 ∈ [a, b].

(F2) There exists a nondecreasing function k : [a, b]→ R such that F : O × [a, b]→ X satisfies

‖F (x, s2)− F (x, s1)− F (y, s2) + F (y, s1)‖ ≤ |k(s2)− k(s1)| · ‖x− y‖

for every x, y ∈ O and s1, s2 ∈ [a, b].

According to the following lemma, solutions of a generalized ordinary differential equation whose right-
hand side satisfies condition (F1) are regulated functions (the proof follows directly from the definition
of the Kurzweil integral and can be found in [15], Lemma 3.12).

Lemma 3.1. Let X be a Banach space. Consider a set O ⊂ X, an interval [a, b] ⊂ R and a function
F : O × [a, b] → X, which satisfies condition (F1). If x : [a, b] → O is a solution of the generalized
ordinary differential equation

dx

dτ
= DF (x, t),

then
‖x(s2)− x(s1)‖ ≤ h(t2)− h(t1)

for each pair s1, s2 ∈ [a, b], and x is a regulated function.

Let H0 ⊂ G((−∞, 0],Rn) be a Banach space satisfying conditions (H1)–(H6), t0 ∈ R, σ > 0, O ⊂
Ht0+σ and P = {yt; y ∈ O, t ∈ [t0, t0 + σ]} ⊂ H0. Consider a nondecreasing function g : [t0, t0 + σ]→ R
and a function f : P × [t0, t0 + σ] → Rn. We will show that under certain assumptions, a measure
functional differential equation of the form

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), t ∈ [t0, t0 + σ] (3.1)

is equivalent to a generalized ordinary differential equation of the form

dx

dτ
= DF (x, t), t ∈ [t0, t0 + σ], (3.2)
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where x takes values in O, and F : O × [t0, t0 + σ]→ G((−∞, t0 + σ],Rn) is given by

F (x, t)(ϑ) =


0, −∞ < ϑ ≤ t0,∫ ϑ
t0
f(xs, s) dg(s), t0 ≤ ϑ ≤ t ≤ t0 + σ,∫ t

t0
f(xs, s) dg(s), t ≤ ϑ ≤ t0 + σ

(3.3)

for every x ∈ O and t ∈ [t0, t0 + σ]. It will turn out that the relation between the solution x of (3.2) and
the solution y of (3.1) is described by

x(t)(ϑ) =

{
y(ϑ), ϑ ∈ (−∞, t],
y(t), ϑ ∈ [t, t0 + σ],

where t ∈ [t0, t0 + σ].

Definition 3.2. Let I ⊂ R be an interval, t0 ∈ I, and O a set whose elements are functions f : I → Rn.
We say that O has the prolongation property for t ≥ t0, if for every y ∈ O and every t ∈ I ∩ [t0,∞), the
function ȳ : I → Rn given by

ȳ(s) =

{
y(s), s ∈ (−∞, t] ∩ I,
y(t), s ∈ [t,∞) ∩ I

is an element of O.

For example, consider an arbitrary set B ⊂ Rn, an interval I ⊂ R, and t0 ∈ I. Then both the set
G(I,B) of all regulated functions f : I → B and the set C(I,B) of all continuous functions f : I → B
have the prolongation property for t ≥ t0.

The following theorem, which is a special case of Theorem 1.16 in [15], confirms that the values of F
defined by (3.3) are indeed regulated functions on (−∞, t0 + σ]. We use the symbol ∆+y(t) to denote
y(t+)− y(t).

Theorem 3.3. Let f : [a, b] → Rn and g : [a, b] → R be a pair of functions such that g is regulated and∫ b
a
f dg exists. Then the function

u(t) =

∫ t

a

f(s) dg(s), t ∈ [a, b],

is regulated and satisfies ∆+u(t) = f(t)∆+g(t) for every t ∈ [a, b).

To justify the relation between measure functional differential equations and generalized ordinary
differential equations, we assume that the following three conditions are satisfied:

(A) The integral
∫ t0+σ
t0

f(yt, t) dg(t) exists for every y ∈ O.

(B) There exists a function M : [t0, t0 + σ] → R+, which is Kurzweil-Stieltjes integrable with respect
to g, such that ∥∥∥∥∥

∫ b

a

f(yt, t) dg(t)

∥∥∥∥∥ ≤
∫ b

a

M(t) dg(t)

whenever y ∈ O and [a, b] ⊆ [t0, t0 + σ].
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(C) There exists a function L : [t0, t0 + σ] → R+, which is Kurzweil-Stieltjes integrable with respect
to g, such that ∥∥∥∥∥

∫ b

a

(f(yt, t)− f(zt, t)) dg(t)

∥∥∥∥∥ ≤
∫ b

a

L(t)‖yt − zt‖F dg(t)

whenever y, z ∈ O and [a, b] ⊆ [t0, t0 + σ] (we are assuming that the integral on the right-hand side
exists).

Let us remark that the assumptions (B) and (C) are weaker than similar conditions used in [3] and [4].
In these papers, it was assumed that M and L are constants. In the special case g(t) = t, our conditions
coincide with those given in [5].

The next lemma demonstrates the relation between conditions (A), (B), (C) and (F1), (F2). We point
out that (F2) is not really needed to establish the relation between the two types of equations. However,
we include it here for reader’s convenience since it is often needed in proofs of various facts concerning
generalized ordinary differential equations.

Lemma 3.4. Let O ⊂ Ht0+σ and P = {yt; y ∈ O, t ∈ [t0, t0 + σ]}. Assume that g : [t0, t0 + σ] → R is
a nondecreasing function, f : P × [t0, t0 + σ] → Rn satisfies condition (A), and F : O × [t0, t0 + σ] →
G((−∞, t0 + σ],Rn) given by (3.3) has values in Ht0+σ. Then the following statements are true:

• If f satisfies condition (B), then F satisfies condition (F1) with

h(t) = κ2(σ)

∫ t

t0

M(s) dg(s), t ∈ [t0, t0 + σ].

• If f satisfies condition (C), then F satisfies condition (F2) with

k(t) = κ2(σ)

(
sup

s∈[−σ,0]
κ3(s)

)∫ t

t0

L(s) dg(s), t ∈ [t0, t0 + σ].

Proof. By condition (A), the integrals in the definition of F are guaranteed to exist. Assume that
t0 ≤ s1 < s2 ≤ t0 + σ. We have

F (y, s2)(τ)− F (y, s1)(τ) =


0, −∞ < τ ≤ s1,∫ τ
s1
f(ys, s) dg(s), s1 ≤ τ ≤ s2,∫ s2

s1
f(ys, s) dg(s), s2 ≤ τ ≤ t0 + σ

for every y ∈ O. Condition (B) and the fourth statement of Lemma 2.1 imply

‖F (y, s2)− F (y, s1)‖F ≤ κ2(σ) sup
τ∈[t0,t0+σ]

‖F (y, s2)(τ)− F (y, s1)(τ)‖ =

= κ2(σ) sup
τ∈[s1,s2]

∥∥∥∥∫ τ

s1

f(ys, s) dg(s)

∥∥∥∥ ≤ κ2(σ)

∫ s2

s1

M(s) dg(s) = h(s2)− h(s1).

Similarly, condition (C) and the fourth statement of Lemma 2.1 imply that for every y, z ∈ O, we have

‖F (y, s2)− F (y, s1)− F (z, s2) + F (z, s1)‖F

≤ κ2(σ) sup
τ∈[t0,t0+σ]

‖F (y, s2)(τ)− F (y, s1)(τ)− F (z, s2)(τ) + F (z, s1)(τ)‖ =
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= κ2(σ) sup
τ∈[s1,s2]

∥∥∥∥∫ τ

s1

(f(ys, s)− f(zs, s)) dg(s)

∥∥∥∥ ≤ κ2(σ)

∫ s2

s1

L(s)‖ys − zs‖F dg(s).

By the fifth statement of Lemma 2.1, the last expression is smaller than or equal to

κ2(σ)

(
sup

s∈[t0,t0+σ]
κ3(s− t0 − σ)

)
‖y − z‖F

(∫ s2

s1

L(s) dg(s)

)
= (k(s2)− k(s1)) · ‖y − z‖F.

The following statement is a slightly modified version of Lemma 3.7 from [3] (the original proof for
equations with finite delay and g(t) = t can be found in [5]).

Lemma 3.5. Assume that O is a subset of Ht0+σ, P = {yt; y ∈ O, t ∈ [t0, t0 + σ]}, g : [t0, t0 + σ]→ R
is a nondecreasing function, f : P × [t0, t0 + σ]→ Rn satisfies condition (A), and F : O × [t0, t0 + σ]→
G((−∞, t0 + σ],Rn) given by (3.3) has values in Ht0+σ. If x : [t0, t0 + σ]→ O is a solution of

dx

dτ
= DF (x, t)

and x(t0) ∈ Ht0+σ is a function which is constant on [t0, t0 + σ], then

x(v)(ϑ) = x(v)(v), t0 ≤ v ≤ ϑ ≤ t0 + σ, (3.4)

x(v)(ϑ) = x(ϑ)(ϑ), t0 ≤ ϑ ≤ v ≤ t0 + σ. (3.5)

Proof. Consider the case when t0 ≤ v ≤ ϑ. Since x is a solution of

dx

dτ
= DF (x, t),

we have

x(v)(v) = x(t0)(v) +

(∫ v

t0

DF (x(τ), t)

)
(v),

x(v)(ϑ) = x(t0)(ϑ) +

(∫ v

t0

DF (x(τ), t)

)
(ϑ).

Using the fact that x(t0)(ϑ) = x(t0)(v), we obtain

x(v)(ϑ)− x(v)(v) =

(∫ v

t0

DF (x(τ), t)

)
(ϑ)−

(∫ v

t0

DF (x(τ), t)

)
(v).

It follows from the existence of the integral
∫ v
t0
DF (x(τ), t) that for every ε > 0, there is a tagged

partition {(τi, [si−1, si]), i = 1, . . . , k} of [t0, v] such that∥∥∥∥∥
k∑
i=1

(F (x(τi), si)− F (x(τi), si−1))−
∫ v

t0

DF (x(τ), t)

∥∥∥∥∥
F

< ε.

By the definition of F in (3.3), we have

F (x(τi), si)(ϑ)− F (x(τi), si−1)(ϑ) = F (x(τi), si)(v)− F (x(τi), si−1)(v)

for every i ∈ {1, . . . , k}, and consequently

‖x(v)(ϑ)− x(v)(v)‖ ≤

∥∥∥∥∥
(∫ v

t0

DF (x(τ), t)

)
(ϑ)−

k∑
i=1

(F (x(τi), si)− F (x(τi), si−1))(ϑ)

∥∥∥∥∥
9



+

∥∥∥∥∥
k∑
i=1

(F (x(τi), si)− F (x(τi), si−1))(ϑ)−
k∑
i=1

(F (x(τi), si)− F (x(τi), si−1))(v)

∥∥∥∥∥
+

∥∥∥∥∥
k∑
i=1

(F (x(τi), si)− F (x(τi), si−1))(v)−
(∫ v

t0

DF (x(τ), t)

)
(v)

∥∥∥∥∥ < (κ1(ϑ− t0 − σ) + κ1(v − t0 − σ))ε

(we have used the third statement of Lemma 2.1). This proves (3.4), since ε > 0 can be arbitrarily small.
For ϑ ≤ v, we have

x(v)(ϑ) = x(t0)(ϑ) +

(∫ v

t0

DF (x(τ), t)

)
(ϑ),

x(ϑ)(ϑ) = x(t0)(ϑ) +

(∫ ϑ

t0

DF (x(τ), t)

)
(ϑ),

x(v)(ϑ)− x(ϑ)(ϑ) =

(∫ v

ϑ

DF (x(τ), t)

)
(ϑ).

If {(τi, [si−1, si]), i = 1, . . . , k} is an arbitrary tagged partition of [ϑ, v], it follows from (3.3) that

F (x(τi), si)(ϑ)− F (x(τi), si−1)(ϑ) = 0, i ∈ {1, . . . , k}.

Consequently,
∫ v
ϑ
DF (x(τ), t)(ϑ) = 0, and (3.5) is proved.

We are now ready to prove two theorems describing the relationship between measure functional
differential equations whose solutions take values in Rn, and generalized ordinary differential equations
whose solutions take values in Ht0+σ. The basic ideas of both proofs are similar to the proofs given
in [3] for equations with finite delay. However, as we have already noted, our conditions (B) and (C) are
weaker, and thus the results presented here are more general even in the case of finite delay.

Theorem 3.6. Assume that O is a subset of Ht0+σ having the prolongation property for t ≥ t0, P =
{xt; x ∈ O, t ∈ [t0, t0+σ]}, φ ∈ P , g : [t0, t0+σ]→ R is a nondecreasing function, f : P×[t0, t0+σ]→ Rn
satisfies conditions (A), (B), (C), and F : O× [t0, t0 +σ]→ G((−∞, t0 +σ],Rn) given by (3.3) has values
in Ht0+σ. If y ∈ O is a solution of the measure functional differential equation

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), t ∈ [t0, t0 + σ],

yt0 = φ,

then the function x : [t0, t0 + σ]→ O given by

x(t)(ϑ) =

{
y(ϑ), ϑ ∈ (−∞, t],
y(t), ϑ ∈ [t, t0 + σ]

is a solution of the generalized ordinary differential equation

dx

dτ
= DF (x, t), t ∈ [t0, t0 + σ].

Proof. We have to show that, for every v ∈ [t0, t0 + σ], the integral
∫ v
t0
DF (x(τ), t) exists and

x(v)− x(t0) =

∫ v

t0

DF (x(τ), t).
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Let an arbitrary ε > 0 be given. Since the function

h(t) = κ2(σ)

∫ t

t0

M(s) dg(s), t ∈ [t0, t0 + σ]

is nondecreasing, it can have only a finite number of points t ∈ [t0, v] such that ∆+h(t) ≥ ε; denote these
points by t1, . . . , tm. Consider a gauge δ : [t0, t0 + σ]→ R+ such that

δ(τ) < min

{
tk − tk−1

2
, k = 2, . . . ,m

}
, τ ∈ [t0, t0 + σ],

δ(τ) < min {|τ − tk|; k = 1, . . . ,m} , τ ∈ [t0, t0 + σ].

These conditions imply that if a point-interval pair (τ, [c, d]) satisfies [c, d] ⊂ (τ − δ(τ), τ + δ(τ)), then
[c, d] contains at most one of the points t1, . . . , tm, and, moreover, τ = tk whenever tk ∈ [c, d].

Since ytk = x(tk)tk , it follows from Theorem 3.3 that

lim
s→tk+

∫ s

tk

L(s)‖ys − x(tk)s‖F dg(s) = L(tk)‖ytk − x(tk)tk‖F∆+g(tk) = 0

for every k ∈ {1, . . . ,m}. Thus, the gauge δ might be chosen in such a way that∫ tk+δ(tk)

tk

L(s)‖ys − x(tk)s‖F dg(s) <
ε

2m+ 1
, k ∈ {1, . . . ,m}.

By condition (B), we have

‖y(τ + t)− y(τ)‖ =

∥∥∥∥∫ τ+t

τ

f(ys, s) dg(s)

∥∥∥∥ ≤ ∫ τ+t

τ

M(s) dg(s) ≤ h(τ + t)− h(τ)

(recall that κ2(σ) ≥ 1), and therefore

‖y(τ+)− y(τ)‖ ≤ ∆+h(τ) < ε, τ ∈ [t0, t0 + σ]\{t1, . . . , tm}.

Thus, we can assume that the gauge δ is such that

‖y(ρ)− y(τ)‖ ≤ ε

for every τ ∈ [t0, t0 + σ]\{t1, . . . , tm} and ρ ∈ [τ, τ + δ(τ)).
Let {(τi, [si−1, si]), i = 1, . . . , l} be a δ-fine tagged partition of [t0, v]. Then

(
x(si)− x(si−1)

)
(ϑ) =


0, ϑ ∈ (−∞, si−1],∫ ϑ
si−1

f(ys, s) dg(s), ϑ ∈ [si−1, si],∫ si
si−1

f(ys, s) dg(s), ϑ ∈ [si, t0 + σ]

and

(
F (x(τi), si)− F (x(τi), si−1)

)
(ϑ) =


0, ϑ ∈ (−∞, si−1],∫ ϑ
si−1

f(x(τi)s, s) dg(s), ϑ ∈ [si−1, si],∫ si
si−1

f(x(τi)s, s) dg(s), ϑ ∈ [si, t0 + σ].

for every i ∈ {1, . . . , l}. By combination of the these equalities, we obtain(
x(si)− x(si−1)

)
(ϑ)−

(
F (x(τi), si)− F (x(τi), si−1)

)
(ϑ) =

11



=


0, ϑ ∈ (−∞, si−1],∫ ϑ
si−1

(
f(ys, s)− f(x(τi)s, s)

)
dg(s), ϑ ∈ [si−1, si],∫ si

si−1

(
f(ys, s)− f(x(τi)s, s)

)
dg(s), ϑ ∈ [si, t0 + σ].

Consequently,
‖x(si)− x(si−1)−

(
F (x(τi), si)− F (x(τi), si−1)

)
‖F

≤ κ2(σ) sup
ϑ∈[t0,t0+σ]

‖
(
x(si)− x(si−1)

)
(ϑ)−

(
F (x(τi), si)− F (x(τi), si−1)

)
(ϑ)‖ =

= κ2(σ) sup
ϑ∈[si−1,si]

∥∥∥∥∥
∫ ϑ

si−1

(
f(ys, s)− f(x(τi)s, s)

)
dg(s)

∥∥∥∥∥ (3.6)

(we have used the fourth statement of Lemma 2.1). By the definition of x, we see that x(τi)s = ys
whenever s ≤ τi. Thus,∫ ϑ

si−1

(
f(ys, s)− f(x(τi)s, s)

)
dg(s) =

{
0, ϑ ∈ [si−1, τi],∫ ϑ
τi

(
f(ys, s)− f(x(τi)s, s)

)
dg(s), ϑ ∈ [τi, si].

We now use condition (C) to obtain the estimate∥∥∥∥∥
∫ ϑ

τi

(
f(ys, s)− f(x(τi)s, s)

)
dg(s)

∥∥∥∥∥ ≤
∫ ϑ

τi

L(s)‖ys − x(τi)s‖F dg(s) ≤
∫ si

τi

L(s)‖ys − x(τi)s‖F dg(s).

Given a particular point-interval pair (τi, [si−1, si]), there are two possibilities:

(i) The intersection of [si−1, si] and {t1, . . . , tm} contains a single point tk = τi.

(ii) The intersection of [si−1, si] and {t1, . . . , tm} is empty.

In case (i), it follows from the definition of the gauge δ that∫ si

τi

L(s)‖ys − x(τi)s‖F dg(s) ≤ ε

2m+ 1
,

and substitution back to Eq. (3.6) leads to

‖x(si)− x(si−1)−
(
F (x(τi), si)− F (x(τi), si−1)

)
‖F ≤

κ2(σ)ε

2m+ 1
.

In case (ii), if s ∈ [τi, si], then

‖ys − x(τi)s‖F ≤ κ2(σ) sup
ρ∈[−σ+s,s]

‖y(ρ)− x(τi)(ρ)‖ = κ2(σ) sup
ρ∈[τi,s]

‖y(ρ)− y(τi)‖ ≤ κ2(σ)ε,

(we have used the definition of the gauge δ). Thus,∫ si

τi

L(s)‖ys − x(τi)s‖F dg(s) ≤ κ2(σ)ε

∫ si

τi

L(s) dg(s),

and substitution back to Eq. (3.6) gives

‖x(si)− x(si−1)−
(
F (x(τi), si)− F (x(τi), si−1)

)
‖F ≤ κ2(σ)2ε

∫ si

τi

L(s) dg(s).

12



Combining cases (i) and (ii) and using the fact that case (i) occurs at most 2m times, we obtain∥∥∥∥∥x(v)− x(t0)−
l∑
i=1

(
F (x(τi), si)− F (x(τi), si−1)

)∥∥∥∥∥
F

≤ εκ2(σ)

(
κ2(σ)

∫ t0+σ

t0

L(s) dg(s) +
2m

2m+ 1

)

< εκ2(σ)

(
κ2(σ)

∫ t0+σ

t0

L(s) dg(s) + 1

)
,

which completes the proof.

Theorem 3.7. Assume that O is a subset of Ht0+σ having the prolongation property for t ≥ t0, P =
{xt; x ∈ O, t ∈ [t0, t0+σ]}, φ ∈ P , g : [t0, t0+σ]→ R is a nondecreasing function, f : P×[t0, t0+σ]→ Rn
satisfies conditions (A), (B), (C), and F : O× [t0, t0 +σ]→ G((−∞, t0 +σ],Rn) given by (3.3) has values
in Ht0+σ. If x : [t0, t0 + σ]→ O is a solution of the generalized ordinary differential equation

dx

dτ
= DF (x, t), t ∈ [t0, t0 + σ]

with the initial condition

x(t0)(ϑ) =

{
φ(ϑ− t0), ϑ ∈ (−∞, t0],

φ(0), ϑ ∈ [t0, t0 + σ],

then the function y ∈ O defined by

y(ϑ) =

{
x(t0)(ϑ), ϑ ∈ (−∞, t0],

x(ϑ)(ϑ), ϑ ∈ [t0, t0 + σ]

is a solution of the measure functional differential equation

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), t ∈ [t0, t0 + σ],

yt0 = φ.

Proof. The equality yt0 = φ follows directly from the definitions of y and x(t0). It remains to prove that
if v ∈ [t0, t0 + σ], then

y(v)− y(t0) =

∫ v

t0

f(ys, s) dg(s).

Using Lemma 3.5, we obtain

y(v)− y(t0) = x(v)(v)− x(t0)(t0) = x(v)(v)− x(t0)(v) =

(∫ v

t0

DF (x(τ), t)

)
(v).

Thus,

y(v)− y(t0)−
∫ v

t0

f(ys, s) dg(s) =

(∫ v

t0

DF (x(τ), t)

)
(v)−

∫ v

t0

f(ys, s) dg(s). (3.7)

Let an arbitrary ε > 0 be given. Since the function

h(t) = κ2(σ)

∫ t

t0

M(s) dg(s), t ∈ [t0, t0 + σ]
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is nondecreasing, it can have only a finite number of points t ∈ [t0, v] such that ∆+h(t) ≥ ε; denote these
points by t1, . . . , tm. As in the proof of Theorem 3.6, consider a gauge δ : [t0, t0 + σ]→ R+ such that

δ(τ) < min

{
tk − tk−1

2
, k = 2, . . . ,m

}
, τ ∈ [t0, t0 + σ],

δ(τ) < min {|τ − tk|; k = 1, . . . ,m} , τ ∈ [t0, t0 + σ],∫ tk+δ(tk)

tk

L(s)‖ys − x(tk)s‖F dg(s) <
ε

2m+ 1
, k ∈ {1, . . . ,m}.

Finally, assume that the gauge δ satisfies

‖h(ρ)− h(τ)‖ ≤ ε, τ ∈ [t0, t0 + σ]\{t1, . . . , tm}, ρ ∈ [τ, τ + δ(τ)).

Let {(τi, [si−1, si]), i = 1, . . . , l} be a δ-fine tagged partition of [t0, v] such that∥∥∥∥∥
∫ v

t0

DF (x(τ), t)−
l∑
i=1

(
F (x(τi), si)− F (x(τi), si−1)

)∥∥∥∥∥
F

< ε

(the existence of such a partition follows from the definition of the Kurzweil integral). Using (3.7) and
the third statement of Lemma 2.1, we obtain∥∥∥∥y(v)− y(t0)−

∫ v

t0

f(ys, s) dg(s)

∥∥∥∥ =

∥∥∥∥(∫ v

t0

DF (x(τ), t)

)
(v)−

∫ v

t0

f(ys, s) dg(s)

∥∥∥∥
< εκ1(v − t0 − σ) +

∥∥∥∥∥
l∑
i=1

(
F (x(τi), si)− F (x(τi), si−1)

)
(v)−

∫ v

t0

f(ys, s) dg(s)

∥∥∥∥∥
≤ εκ1(v − t0 − σ) +

l∑
i=1

∥∥∥∥∥(F (x(τi), si)− F (x(τi), si−1)
)
(v)−

∫ si

si−1

f(ys, s) dg(s)

∥∥∥∥∥ . (3.8)

The definition of F yields(
F (x(τi), si)− F (x(τi), si−1)

)
(v) =

∫ si

si−1

f(x(τi)s, s) dg(s),

which implies∥∥∥∥∥(F (x(τi), si)− F (x(τi), si−1)
)
(v)−

∫ si

si−1

f(ys, s) dg(s)

∥∥∥∥∥ =

∥∥∥∥∥
∫ si

si−1

(f(x(τi)s, s)− f(ys, s)) dg(s)

∥∥∥∥∥ .
By Lemma 3.5, for every i ∈ {1, . . . , l}, we have x(τi)s = x(s)s = ys for s ∈ [si−1, τi] and ys = x(s)s =

x(si)s for s ∈ [τi, si]. Therefore∥∥∥∥∥
∫ si

si−1

(f(x(τi)s, s)− f(ys, s)) dg(s)

∥∥∥∥∥ =

∥∥∥∥∫ si

τi

(f(x(τi)s, s)− f(ys, s)) dg(s)

∥∥∥∥ =

=

∥∥∥∥∫ si

τi

(f(x(τi)s, s)− f(x(si)s, s)) dg(s)

∥∥∥∥ ≤ ∫ si

τi

L(s)‖x(τi)s − x(si)s‖F dg(s),

where the last inequality follows from condition (C). Again, we distinguish two cases:

14



(i) The intersection of [si−1, si] and {t1, . . . , tm} contains a single point tk = τi.

(ii) The intersection of [si−1, si] and {t1, . . . , tm} is empty.

In case (i), it follows from the definition of the gauge δ that∫ si

τi

L(s)‖ys − x(τi)s‖F dg(s) ≤ ε

2m+ 1
,

and thus ∥∥∥∥∥(F (x(τi), si)− F (x(τi), si−1)
)
(v)−

∫ si

si−1

f(ys, s) dg(s)

∥∥∥∥∥ ≤ ε

2m+ 1
.

In case (ii), we make use of the fact that x(si)−x(τi) is zero on (−∞, t0] (this follows from the definition
of F ). Lemmas 3.1, 3.4 and 2.1 lead to the estimate

‖x(si)s − x(τi)s‖F ≤ κ2(σ) sup
ρ∈[s−σ,s]

‖x(si)(ρ)− x(τi)(ρ)‖

≤ κ2(σ)

(
sup

ρ∈[s−σ,s]
κ1(ρ− t0 − σ)

)
‖x(si)− x(τi)‖F ≤ κ2(σ)

(
sup

ρ∈[−2σ,0]
κ1(ρ)

)
(h(si)− h(τi)) ≤ Kε

for every s ∈ [τi, si], where K = κ2(σ) supρ∈[−2σ,0] κ1(ρ). Thus,∥∥∥∥∥(F (x(τi), si)− F (x(τi), si−1)
)
(v)−

∫ si

si−1

f(ys, s) dg(s)

∥∥∥∥∥ ≤ Kε
∫ si

τi

L(s) dg(s).

Combining cases (i) and (ii) and using the fact that case (i) occurs at most 2m times, we obtain

l∑
i=1

∥∥∥∥∥(F (x(τi), si)− F (x(τi), si−1)
)
(v)−

∫ si

si−1

f(ys, s) dg(s)

∥∥∥∥∥
≤ Kε

∫ t0+σ

t0

L(s) dg(s) +
2mε

2m+ 1
< ε

(
K

∫ t0+σ

t0

L(s) dg(s) + 1

)
.

Substitution back into (3.8) gives∥∥∥∥y(v)− y(t0)−
∫ v

t0

f(ys, s) dg(s)

∥∥∥∥ < ε

(
κ1(v − t0 − σ) +K

∫ t0+σ

t0

L(s) dg(s) + 1

)
,

which completes the proof.

Remark 3.8. It follows from Lemma 3.5 that the definition

y(ϑ) =

{
x(t0)(ϑ), ϑ ∈ (−∞, t0],

x(ϑ)(ϑ), ϑ ∈ [t0, t0 + σ]

from the previous theorem can be replaced by the single equality

y(ϑ) = x(t0 + σ)(ϑ), ϑ ∈ (−∞, t0 + σ].

This also shows that y is indeed an element of O.

15



Remark 3.9. The statements of both Theorem 3.6 and Theorem 3.7 require that F (x, t) ∈ Ht0+σ for
every t ∈ [t0, t0 +σ] and x ∈ O. Although this condition might seem difficult to verify, it is often satisfied
automatically. Note that F (x, t) is a regulated function whose support is contained in [t0, t0 + σ]. Thus,
for H0 = BG((−∞, 0],Rn) or H0 = Gγ((−∞, 0],Rn) (or when H0 is any other space containing all
regulated functions with a compact support), we always have F (x, t) ∈ Ht0+σ.

In the classical case when g(t) = t, the function F is continuous, and F (x, t) ∈ Ht0+σ is always
satisfied for both H0 = BC((−∞, 0],Rn) and H0 = Cγ((−∞, 0],Rn).

Remark 3.10. Throughout the paper, we have been assuming that our phase space H0 satisfies condi-
tions (H1)–(H6). However, assumptions (H5) and (H6) were never used in the proofs of Theorems 3.6
and 3.7, i.e., the two theorems remain valid if we assume (H1)–(H4) only. Assumption (H6) can be quite
useful when dealing with condition (C). For the existence of the integral on the right-hand side of this
condition, it is sufficient to prove that the function t 7→ L(t)‖yt − zt‖F is regulated. For example, if L
is a regulated function, assumption (H6) guarantees the existence of the integral. Assumption (H5) was
used to prove the second part of Lemma 3.4, which will be needed in the proof of Theorem 3.12.

Remark 3.11. An immediate consequence of the relation between the two types of equations is the
following: The initial value problem

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), t ∈ [t0, t0 + σ],

yt0 = φ

has a unique solution if and only if the initial value problem

dx

dτ
= DF (x, t), t ∈ [t0, t0 + σ],

x(t0)(ϑ) =

{
φ(ϑ− t0), ϑ ∈ (−∞, t0],

φ(0), ϑ ∈ [t0, t0 + σ],

has a unique solution. Indeed, if we assume that the first problem has more than one solution, then
Theorem 3.6 implies that the second problem has more than one solution. Conversely, assume that the
second problem has two different solutions x1, x2, which do not coincide at a point t ∈ (t0, t0 + σ], i.e.,
x1(t)(τ) 6= x2(t)(τ) for a certain τ ∈ (−∞, t0 +σ]. By the definition of F , this is possible only for τ > t0.
Moreover, by Lemma 3.5, we can assume that τ ≤ t (otherwise, t can be used instead of τ). According
to Theorem 3.7, we obtain a pair of solutions y1, y2 of the first initial value problem, and

y1(τ) = x1(τ)(τ) = x1(t)(τ) 6= x2(t)(τ) = x2(τ)(τ) = y2(τ),

i.e., the first problem does not have a unique solution.

With Theorems 3.6 and 3.7 at our disposal, we can use existing theorems on generalized differential
equations to obtain new results for measure functional differential equations with infinite delay. As an
example, we present a theorem on the local existence and uniqueness of solutions for measure equations.

Theorem 3.12. Assume that O is an open subset of Ht0+σ having the prolongation property for t ≥ t0,
P = {xt; x ∈ O, t ∈ [t0, t0 + σ]}, g : [t0, t0 + σ] → R is a left-continuous nondecreasing function,
f : P × [t0, t0 +σ]→ Rn satisfies conditions (A), (B), (C), and F : O× [t0, t0 +σ]→ G((−∞, t0 +σ],Rn)
given by (3.3) has values in Ht0+σ. If φ ∈ P is such that the functions

x0(t) =

{
φ(t− t0), t ∈ (−∞, t0],

φ(0), t ∈ [t0, t0 + σ],
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and

x1(t) =

{
φ(t− t0), t ∈ (−∞, t0],

φ(0) + f(φ, t0)∆+g(t0), t ∈ (t0, t0 + σ]

are elements of O, then there exists a δ > 0 and a function y : (−∞, t0 + δ] → Rn which is a unique
solution of the initial value problem

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s),

yt0 = φ

on (−∞, t0 + δ].

Proof. By Theorems 3.6 and 3.7, the initial value problem is equivalent to

dx

dτ
= DF (x, t), x(t0) = x0,

where F is given by (3.3). By Lemma 3.4, F satisfies conditions (F1) and (F2). Thus, by the existence
and uniqueness theorem for generalized ordinary differential equations (see e.g. [5, Theorem 2.15] or
[3, Theorem 5.1]), there exists a unique local solution of our initial value problem, provided that the
function x1 specified in the statement of the theorem is an element of O.

Remark 3.13. It is slightly inconvenient that the above theorem refers to the function F , which rep-
resents the right-hand side of the corresponding generalized equation and plays an auxiliary role only.
However, as we mentioned in Remark 3.9, the condition F (x, t) ∈ Ht0+σ is often satisfied automatically.

We conclude this section by presenting modified versions of Theorems 3.6 and 3.7 for equations whose
solutions are defined on the unbounded interval [t0,∞).

In this case, the space Ht0+σ has to be replaced by a space H consisting of regulated functions defined
on the whole real line. The space H together with its associated norm ‖ · ‖H can be an arbitrary space
having the following properties:

1. H is complete.

2. For every a ∈ [t0,∞), the space Ha is isometrically embedded into H as follows: if y ∈ Ha, then
the function z : R→ Rn given by

z(s) =

{
y(s), s ∈ (−∞, a],

y(a), s ∈ (a,∞)

is an element of H and ‖z‖H = ‖y‖F.

The simplest example of a space H satisfying these conditions is the space BG(R,Rn) of all bounded
regulated functions with the supremum norm.

Alternatively, we can take an arbitrary γ ≥ 0 and consider the space Gγ,t0 of all regulated functions
y : R→ Rn such that

max

(
sup

t∈(−∞,t0]
‖eγ(t−t0)y(t)‖, sup

t∈[t0,∞)

‖eγ(t0−t)y(t)‖

)

is a finite number; this number is then defined to be the norm of y.
For the unbounded interval [t0,∞), conditions (A), (B), (C) have to be modified as follows:
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(A’) The integral
∫ t0+σ
t0

f(yt, t) dg(t) exists for every y ∈ O and every σ > 0.

(B’) There exists a function M : [t0,∞)→ R+, which is locally Kurzweil-Stieltjes integrable with respect
to g, such that ∥∥∥∥∥

∫ b

a

f(yt, t) dg(t)

∥∥∥∥∥ ≤
∫ b

a

M(t) dg(t)

whenever y ∈ O and [a, b] ⊂ [t0,∞).

(C’) There exists a function L : [t0,∞)→ R+, which is locally Kurzweil-Stieltjes integrable with respect
to g, such that ∥∥∥∥∥

∫ b

a

(f(yt, t)− f(zt, t)) dg(t)

∥∥∥∥∥ ≤
∫ b

a

L(t)‖yt − zt‖F dg(t)

whenever y, z ∈ O and [a, b] ⊂ [t0,∞) (we are assuming that the integral on the right-hand side
exists).

We can now present modified versions of Theorem 3.6 and 3.7 for the interval [t0,∞).

Theorem 3.14. Assume that O is a subset of H having the prolongation property for t ≥ t0, P =
{xt; x ∈ O, t ∈ [t0,∞)}, φ ∈ P , g : [t0,∞) → R is a nondecreasing function, f : P × [t0,∞) → Rn
satisfies conditions (A’), (B’), (C’), and the function F : O × [t0,∞)→ G(R,Rn) given by

F (x, t)(ϑ) =


0, −∞ < ϑ ≤ t0,∫ ϑ
t0
f(xs, s) dg(s), t0 ≤ ϑ ≤ t <∞,∫ t

t0
f(xs, s) dg(s), t0 ≤ t ≤ ϑ <∞

(3.9)

has values in H. If y ∈ O is a solution of the measure functional differential equation

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), t ∈ [t0,∞),

yt0 = φ,

then the function x : [t0,∞)→ O given by

x(t)(ϑ) =

{
y(ϑ), ϑ ∈ (−∞, t],
y(t), ϑ ∈ [t,∞).

is a solution of the generalized ordinary differential equation

dx

dτ
= DF (x, t), t ∈ [t0,∞).

Theorem 3.15. Assume that O is a subset of H having the prolongation property for t ≥ t0, P =
{xt; x ∈ O, t ∈ [t0,∞)}, φ ∈ P , g : [t0,∞) → R is a nondecreasing function, f : P × [t0,∞) → Rn
satisfies conditions (A’), (B’), (C’), and the function F : O × [t0,∞) → G(R,Rn) given by (3.9) has
values in H. If x : [t0,∞)→ O is a solution of the generalized ordinary differential equation

dx

dτ
= DF (x, t), t ∈ [t0,∞)

with the initial condition

x(t0)(ϑ) =

{
φ(ϑ− t0), ϑ ∈ (−∞, t0],

x(t0)(t0), ϑ ∈ [t0,∞),
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then the function y ∈ O defined by

y(ϑ) =

{
x(t0)(ϑ), ϑ ∈ (−∞, t0],

x(ϑ)(ϑ), ϑ ∈ [t0,∞).

is a solution of the measure functional differential equation

y(t) = y(t0) +

∫ t

t0

f(ys, s) dg(s), t ∈ [t0, t0 + σ],

yt0 = φ.

Let us explain why the previous two theorems are true. In both cases, the fact that x : [t0,∞) → O
is a solution of the generalized ordinary differential equation

dx

dτ
= DF (x, t)

is equivalent to saying that

x(t0 + σ)− x(t0) =

∫ t0+σ

t0

DF (x(τ), t) (3.10)

for every σ ≥ 0, where the integral on the right hand side is taken in the space H with respect to the
norm ‖ · ‖H . For a fixed σ ≥ 0, Eq. (3.10) is equivalent to

x(t0 + σ)(ϑ)− x(t0)(ϑ) =

(∫ t0+σ

t0

DF (x(τ), t)

)
(ϑ) (3.11)

for every ϑ ∈ [t0, t0 + σ]; this follows from the fact the both sides are constant functions on [t0 + σ,∞).
However, since Ht0+σ is isometrically embedded in H, Eq. (3.11) is equivalent to

x̄(t0 + σ)− x̄(t0) =

∫ t0+σ

t0

DF (x(τ), t),

where x̄(t) denotes the restriction of x(t) to (−∞, t0 + σ] and the integral on the right hand side is taken
in the space Ht0+σ with respect to the norm ‖ · ‖F. The whole problem is now reduced to the finite
interval [t0, t0 + σ] (where σ ≥ 0 is arbitrary but fixed), where Theorems 3.6 and 3.7 apply.

4 Conclusion

Using the correspondence between both types of equations described in the previous section, it is possible
to utilize the existing theory of generalized ordinary differential equations to obtain results on measure
functional differential equations with infinite delay. This approach was already demonstrated in [3] for
equations with finite delay, and can be repeated for equations with infinite delay without any substantial
changes.

As shown in [3], functional dynamic equations on time scales represent a special case of measure
functional differential equations. Consequently, another possible application of our results is in the
investigation of functional dynamic equations with infinite delay; again, one can follow the methods
presented in [3] for equations with finite delay. As described in [4], the same approach also works for
functional differential and dynamic equations with impulses.
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