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Abstract. We investigate the convergence behavior of the conjugate gradient (CG) method and
the minimal residual (MINRES) method when applied to a linear algebraic system with a symmetric
definite tridiagonal Toeplitz coefficient matrix A. Our main interest is to understand the behavior
of the two methods for different right hand sides (initial residuals): The first one leads to the worst-
case convergence quantity (relative A-norm of the error for CG, relative Euclidean residual norm for
MINRES) in the next-to-last iteration step, and the second one has the property that its coordinates
in the eigenvectors of A are not biased towards a certain eigenvector direction (in other words, all
these coordinates are of approximately equal size). We compare the results obtained for these right-
hand sides with the classical convergence bound based on the condition number of A, and show when
and why this bound is reasonably tight. For application of our results we choose the model problem
of the one-dimensional Poisson equation with Dirichlet boundary conditions. For this problem we
identify the data (source term and boundary conditions) that lead to the worst convergence quantities
in the next-to-last steps of CG as well as MINRES when applied to the discretized problem. We also
relate our results to previous work on the same model problem (particularly by Naiman, Babuška
and Elman [14]).

Key words. Krylov subspace methods, CG, MINRES, convergence analysis, Toeplitz matrices,
Poisson equation.

AMS subject classifications. 15A09, 65F10, 65F20.

1. Introduction. Among the abundance of Krylov subspace methods for solv-
ing symmetric definite linear algebraic systems of the form Ax = b, see, e.g., [1] or [4]
for systematic classifications, the conjugate gradient (CG) method [10] and the min-
imal residual (MINRES) method [16] have emerged as de facto standard methods.
Mathematically, these two methods are characterized by closely related minimization
principles. Starting from an initial guess x0, both methods compute the initial resid-
ual r0 = b − Ax0 and a sequence of iterates, x1, x2, . . ., such that the ith residual
ri = b − Axi is of the form

ri = pi(A)r0 , pi ∈ πi ,

where πi denotes the set of polynomials of degree at most i and with value one at the
origin. For CG, the polynomial is chosen so that the error ei = x − xi = A−1ri is
minimized in the A-norm (‖y‖A = (yT Ay)1/2),

‖ei‖A = min
p∈πi

‖p(A)e0‖A

⇒ ‖ei‖A / ‖e0‖A ≤ min
p∈πi

max
1≤k≤n

|p(λk)| (for CG) ,(1.1)

while for MINRES the polynomial is chosen so that the residual ri is minimized in
the Euclidean norm (‖y‖ = (yT y)1/2),

‖ri‖ = min
p∈πi

‖p(A)r0‖
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⇒ ‖ri‖ / ‖r0‖ ≤ min
p∈πi

max
1≤k≤n

|p(λk)| (for MINRES) .(1.2)

Here λ1, . . . , λn denote the (distinct) eigenvalues of the symmetric definite matrix A.

Apparently, the two upper bounds (1.1) and (1.2) are independent of the initial
residual, and hence they bound the worst-case relative error and residual norms,
respectively, of the two methods. Both bounds have been shown to be sharp in
the sense that for each iteration step i there exists an e(i)

0 , respectively r(i)

0 , for which
equalities hold (see [6] and [8, 11] for sharpness of (1.1) and (1.2), respectively). Hence
the bounds actually characterize the two methods’ worst-case behavior in terms of a
polynomial min-max approximation problem on the matrix eigenvalues.

Several questions immediately arise: First, one wants to understand the relation
between the eigenvalue distribution and the methods’ worst-case behavior. While
the two bounds yield some general intuition, cf. e.g. [7, Chapter 3], a systematic
study of this problem is given in our previous paper [12]. There we characterize the
min-max approximation problem in terms of explicit formulas involving the matrix
eigenvalues. The second question is how much the worst-case and the “unbiased”
behavior of each method differ from each other. By unbiased behavior we mean
that each method is started with an initial residual having components in the matrix
eigenvectors of (approximately) equal size (they are not biased towards a certain
eigenvector direction). Our results in [12] allow to study this question, and this paper
is the first application in this direction. Third, it is important to realize that the
worst-case initial data for the system Ax = b (i.e. the right hand side b and the
initial guess x0), for which equality in (1.1) and (1.2) holds, are in general different
for CG and MINRES. In the practical situation of a discretized (partial) differential
equation, this means that a certain source term and/or boundary condition may lead
to the worst-case behavior of CG, but not of MINRES, and vice versa. While this
appears to be an easy observation, we are not aware that this difference has been
systematically analyzed before.

Here we present an analysis for a particular problem class. We focus on linear
algebraic systems where the coefficient matrix A is a symmetric (positive) definite
tridiagonal Toeplitz matrix. In our analysis we first consider the next-to-last itera-
tion step of CG/MINRES. We use our results from [12] to estimate the convergence
quantities in this step, and to characterize the initial error/residual for which the
worst-case behavior is achieved. We also study how close this worst case is to the
unbiased case. Additionally, we present a comparison of our results with the classi-
cal convergence bound based on the condition number of A. We apply our general
results to the one-dimensional Poisson equation with Dirichlet boundary conditions.
This model problem is frequently used for analyzing the behavior of Krylov subspace
methods, particularly of CG, see, e.g., [2, 3, 14, 15]. Here we show connections between
the worst-case behavior of CG and MINRES and the source terms and/or boundary
conditions of the differential equation.

The paper is organized as follows. In Section 2 we collect the basic tools needed
in our analysis. Section 3 studies the worst-case and the unbiased behavior of CG
and MINRES for our problem class. Section 4 then applies our results to the Poisson
equation model problem, giving analytical and numerical illustrations. We briefly
summarize our results in Section 5. The Appendix lists all trigonometric formulas
used in the proofs.

2. Tools. We consider linear algebraic systems of the form

Ax = b ,(2.1)
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where

A =
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




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. . . β
β α




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





∈ R
n×n(2.2)

satisfies

− α

2β
≡ 1 + δ , for some δ ≥ 0 .(2.3)

Note that δ represents a measure for the diagonal dominance of A. We point out
that all results in this paper also hold when our assumption (2.3), meaning that
−α/(2β) ≥ 1, is replaced by α/(2β) ≥ 1. We also remark that the tridiagonal
structure of A is not important for deriving any of our results. In fact, all results hold
for matrices that are unitarily similar to (2.2).

By A = QΛQT we denote the eigendecomposition of A, where QT Q = I, and
Λ = diag(λ1, . . . , λn). The eigenvalues λk and the normalized eigenvectors qk of A
are given by

λk = α + 2β ωk = −2β (1 + δ − ωk) ,(2.4)

qk = (2h)1/2 [sin (kπh) , sin (2kπh) , . . . , sin (nkπh)]
T

(2.5)

where

ωk = cos(kπh) , h = (n + 1)−1 , k = 1, . . . , n ,(2.6)

cf., e.g., [18, pp. 113–115]. Because of (2.3), all n eigenvalues of A are positive and
distinct.

2.1. Results for the MINRES residuals. Suppose that we solve (2.1)–(2.3)
with MINRES [16]. Since MINRES is mathematically equivalent to GMRES [17], we
can apply our results from [12]. We define an ith worst-case MINRES residual rw

i as
a MINRES residual for which the relative residual norm

min
p∈πi

‖p(A) r0‖
‖r0‖

, i = 1, . . . , n − 1 ,(2.7)

is maximized over all r0 6= 0 (cf. [12, Definition 3.1]). Note that rw
n = 0 due to the

finite termination property of MINRES. Because of sharpness, rw
i is an ith MINRES

residual for which the upper bound (1.2) is attained.
Of particular interest is the (n − 1)st worst-case residual rw

n−1, i.e. the situation

in which MINRES is started with an initial residual r(n−1)

0 that leads to the least
progress (measured by the relative residual norm) by the next-to-last step. Since the
MINRES residual norms are nonincreasing, ‖rw

n−1‖/‖r(n−1)

0 ‖ provides a lower bound

for the relative worst-case residual norms ‖rw
i ‖/‖r(i)

0 ‖ in every step i = 1, . . . n − 2.
Thus a “large” ‖rw

n−1‖/‖r(n−1)

0 ‖ implies slow convergence of the worst-case MINRES

throughout the iteration. As shown in [12, Theorem 3.1], the initial residual r(n−1)

0
leads to an (n − 1)st worst-case MINRES residual rw

n−1 if and only if

r(n−1)

0 = Q [̺(n−1)

1 , . . . , ̺(n−1)

n ]T , |̺(n−1)

k |2 = γ Lk ,(2.8)

for k = 1, . . . , n, and any scaling factor γ > 0, where

Lk =

n
∏

j=1
j 6=k

|λj |
|λj − λk|

.(2.9)
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Moreover, the relative Euclidean norm of an (n − 1)st worst-case MINRES resid-
ual rw

n−1 corresponding to r(n−1)

0 in (2.8)–(2.9) is given by

‖rw
n−1‖

‖r(n−1)

0 ‖ =

(

n
∑

k=1

Lk

)−1

.(2.10)

Because of the orthogonality of the eigenvectors of A, we consider an initial resid-
ual with (approximately) equal components in all eigenvectors as unbiased. Note that
this definition only depends on the given data and is independent of the solution
method. Here we consider, for simplicity, the unbiased initial residual ru

0 given by

ru

0 = Q[̺u

1, . . . , ̺
u

n]T , with ̺u

k = 1 , k = 1, . . . , n .(2.11)

Obviously, ‖ru
0‖ = n1/2. When we start MINRES with ru

0 , the corresponding (n−1)st
residual ru

n−1 satisfies

‖ru
n−1‖
‖ru

0‖
=

(

n

n
∑

k=1

L2
k

)−1/2

,(2.12)

see [12, Theorem 2.1].

2.2. Analogous results for the CG errors. Similar as for MINRES, we define
an ith worst-case CG error ew

i as a CG error for which the relative A-norm of the error

min
p∈πi

‖p(A) e0‖A

‖e0‖A
, i = 1, . . . , n − 1(2.13)

is maximized over all e0 6= 0. Because of sharpness, ew
i is an ith CG error for which

the upper bound (1.1) is attained, and ew
n = 0 due to the finite termination property

of CG. Note that for all i = 0, 1, . . . , n,

min
p∈πi

‖p(A)e0‖A

‖e0‖A
= min

p∈πi

‖p(A)A1/2e0‖
‖A1/2e0‖

.(2.14)

In other words, the relative A-norm of the error for CG with initial error e0 is equal to
the relative Euclidean residual norm for MINRES with initial residual A1/2e0. Thus,
for i = n − 1, the maximum on the left hand side of (2.14) is attained for the initial
error e(n−1)

0 if and only if

e(n−1)

0 = Q [ξ(n−1)

1 , . . . , ξ(n−1)

n ]T , |ξ(n−1)

k |2 = γ λ−1
k Lk ,(2.15)

for k = 1, . . . , n, and any scaling factor γ > 0, cf. (2.7)–(2.9). Moreover, the relative
A-norm of an (n − 1)st worst-case CG error ew

n−1 is given by

‖ew
n−1‖A

‖e(n−1)

0 ‖A

=

(

n
∑

k=1

Lk

)−1

.(2.16)

This obviously coincides with (2.10), which is no surprise since the right hand sides
of (1.1) and (1.2) are the same, and both bounds are sharp.

The initial error corresponding to the unbiased initial residual ru
0 is given by

eu
0 = A−1ru

0 , and thus has eigenvector coordinates

ξu

k = λ−1
k , k = 1, . . . , n .(2.17)
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The vector eu
0 is by its definition correlated with the eigenvalue distribution of A and

thus can be considered biased. We have deliberately made this choice to contrast the
convergence of MINRES and CG for the same initial residual. Furthermore, this choice
allows an interesting comparison with the results of [14] (see Section 4 below). Based
on [12, Theorem 2.1], and using the relation between CG and MINRES, cf. (2.14), we
see that

‖eu
n−1‖A

‖eu
0‖A

=





n
∑

k=1

(

Lk

λ
1/2
k ξu

k

)2




−1/2
(

n
∑

k=1

(

λ
1/2
k ξu

k

)2
)−1/2

=

(

n
∑

k=1

λkL2
k

)−1/2( n
∑

k=1

1

λk

)−1/2

.(2.18)

2.3. Connection with Chebyshev polynomials of the second kind. The
relation of the eigenvalues of A, cf. (2.4) and (2.6), to the roots of the nth Chebyshev
polynomial of the second kind, denoted by Un(z), will prove useful in our context.
The polynomial Un(z) has degree n, and its n distinct roots are the values ωk in (2.6).
Hence all roots are contained in the open interval (−1, 1). The leading coefficient of
Un(z) is 2n, which means that Un(z) can be written as

Un(z) = 2n
n
∏

k=1

(z − ωk) .

This relation shows that the product of all eigenvalues of A can be expressed as

n
∏

k=1

λk =

n
∏

k=1

(α + 2β ωk) = (−1)n2nβn
n
∏

k=1

(

− α

2β
− ωk

)

= (−1)nβnUn(1 + δ) ,(2.19)

cf. (2.3) for the definition of δ.
Below we study how much the behavior of CG and MINRES change with changing

δ. For this we first need to understand the behavior of Un(1 + δ) as a function of
δ ≥ 0. To get a feeling of the growth of Un(z) outside the interval (−1, 1), we use the
alternative representation

Un(z) =
1

2

(z +
√

z2 − 1)n+1 − (z −
√

z2 − 1)n+1

√
z2 − 1

,(2.20)

see, e.g., [13, p. 15]. Using this formula, elementary real analysis shows that

Un(1) = |Un(−1)| = n + 1 ,

and that U ′
n(z) > 0 for z ≥ 1. In particular, Un(1+δ) is positive and strictly increasing

for δ ≥ 0. As shown by (2.20), |Un(z)| grows exponentially outside (−1, 1). This is
illustrated in Fig. 2.1, where we plot Un(z)/(n + 1) for n = 4, 6, 10.

It is also of interest to express Un(1 + δ) in terms of the condition number of A,
which is given by κ(A) = λn/λ1. First note that, by (2.3) and (2.4),

1 + δ = ω1
λn + λ1

λn − λ1
= ω1

κ(A) + 1

κ(A) − 1
≡ ω1 τ .
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Fig. 2.1. Un(z)/(n + 1) for different n.

Next,

τ −
√

τ2 − 1 =

√

κ(A) − 1
√

κ(A) + 1
≡ ν , τ +

√

τ2 − 1 = ν−1 ,(2.21)

which, inserted into (2.20), yields

Un(τ) =
νn+1 − ν−(n+1)

ν − ν−1
.(2.22)

Since Un(z) is strictly monotonically increasing for z ≥ 1, and ω1 . 1,

Un(1 + δ) . Un(τ) = ν−n + ν−n+2 + ν−n+4 + . . . + νn .(2.23)

The relation (2.23) is applied below to compare our convergence results for CG and
MINRES with the classical convergence bound for these methods that is based on the
matrix condition number.

3. Worst-case and unbiased convergence quantities. Our first goal in this
section is to characterize the quantities given by (2.10), (2.12), (2.16) and (2.18). All
these quantities depend in some way on the terms Lk, which are characterized by the
following lemma.

Lemma 3.1. Suppose that λ1, . . . , λn are given by (2.4) and (2.6) satisfying the
assumption (2.3). Then Lk as defined in (2.9) satisfies

Lk =
Un (1 + δ)

n + 1
· sin2 (kπh)

δ + 2 sin2
(

kπh
2

) .(3.1)

In particular, for δ = 0,

Lk = 2 cos2
(

kπh

2

)

.(3.2)



BEHAVIOR OF CG AND MINRES FOR TOEPLITZ MATRICES 7

Proof. According to (2.19),

n
∏

j=1
j 6=k

|λj | =
1

|λk|
|β|nUn (1 + δ) =

|β|n−1Un (1 + δ)

2
(

δ + 2 sin2
(

kπh
2

)) .(3.3)

The denominator in (2.9) can be written as

n
∏

j=1
j 6=k

|λj − λk| = |β|n−1
n
∏

j=1
j 6=k

|2ωk − 2ωj |

= 22n−2|β|n−1
n
∏

j=1
j 6=k

∣

∣

∣

∣

sin2

(

jhπ

2

)

− sin2

(

khπ

2

)∣

∣

∣

∣

= |β|n−1 n + 1

2 sin2 (kπh)
,

cf. identity (6.1), and hence (3.1) follows.
Considering δ = 0 and using Un(1) = n + 1, (3.1) can be written as

Lk =
sin2 (kπh)

2 sin2
(

kπh
2

) = 2 cos2
(

kπh

2

)

,

which finishes the proof.

We point out that this lemma gives explicit expressions for the coefficients (2.8)
and (2.15) leading to (n − 1)st worst-case MINRES residuals and CG errors, respec-
tively. We continue with deriving bounds on the norms (2.10)/(2.16) and (2.12).

Theorem 3.2. Suppose that MINRES is applied to a system Ax = b where A as
in (2.2) with n ≥ 2 has entries satisfying (2.3). Then

3−1 2 + δ

Un (1 + δ)
<

‖ru
n−1‖
‖ru

0‖
<

‖rw
n−1‖

‖r(n−1)

0 ‖ ≤ 3
2 + δ

Un (1 + δ)
.(3.4)

In particular, for δ = 0,

1

n

√

2

3
<

√

2

3n2 − n
=

‖ru
n−1‖
‖ru

0‖
<

‖rw
n−1‖

‖r(n−1)

0 ‖ =
1

n
.(3.5)

Proof. We first prove (3.4). The middle inequality is trivial. To show the leftmost
inequality it suffices to use the relation (2.12) and to find an upper bound on the sum
of the L2

k. Using (3.1) and (6.6),

n
∑

k=1

L2
k ≤ U2

n (1 + δ)

(n + 1)2( δ
2 + 1)2

n
∑

k=1

sin4(kπh)

4 sin4
(

kπh
2

)

=
16U2

n (1 + δ)

(n + 1)2(δ + 2)2

n
∑

k=1

cos4
(

kπh

2

)

=
(6n − 2)U2

n (1 + δ)

(n + 1)2(δ + 2)2
.(3.6)
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Then (2.12) implies

(

n

n
∑

k=1

L2
k

)−1/2

≥ (n + 1)(δ + 2)
√

(6n − 2)n Un (1 + δ)
>

1

3

δ + 2

Un (1 + δ)
.

Next note that, using (6.5),

n
∑

k=1

Lk ≥ Un (1 + δ)

δ + 2

n
∑

k=1

sin2 (kπh)

n + 1
=

1

2

Un (δ + 1)

δ + 2

n

n + 1

≥ 1

3

Un (δ + 1)

δ + 2
,(3.7)

and thus the rightmost inequality in (3.4) follows from applying (3.7) to (2.10).
For δ = 0 we have

n
∑

k=1

Lk = 2

n
∑

k=1

cos2
(

kπh

2

)

= n ,(3.8)

cf. (6.5), and

n
∑

k=1

L2
k =

U2
n (1)

(n + 1)2

n
∑

k=1

sin4(kπh)

4 sin4
(

kπh
2

)

= 4

n
∑

k=1

cos4
(

kπh

2

)

=
3n − 1

2
,(3.9)

cf. (6.6). Substituting (3.8) and (3.9) into (2.10) and (2.12), we obtain (3.5).

The theorem has interesting implications. First, for δ = 0, MINRES in the worst
case decreases the relative residual norm in the first n− 1 iteration steps only to n−1,
cf. the rightmost equation in (3.5). But since ‖rw

n−1‖/‖r(n−1)

0 ‖ ≈ (1+δ)/Un(1+δ), for
all δ, the (n − 1)st worst-case MINRES residual norm in fact decreases dramatically
when we increase δ, and hence the diagonal dominance of A (see Fig. 2.1 and the
corresponding discussion).

Second, the progress MINRES has made in the next-to-last iteration step for the
unbiased initial residual could hardly be any worse, since the relative residual norm is
at most a constant factor (less than 1/9) apart from the worst case. This is somewhat
surprising since in general the two cases may differ by a factor of up to n1/2, see [12,
Section 5], [9, Section 5].

Numerical illustrations are given in Fig. 3.1, where we plot the MINRES residual
norms for 40 by 40 systems of the form (2.1)-(2.3) with different δ and the initial
residuals r(n−1)

0 (solid line) and ru
0 (corresponding dashed line). The figure shows

the increasing speed of convergence for both types of initial residuals resulting from
the increase of δ. Furthermore, the figure reveals that not only ‖rw

n−1‖/‖r(n−1)

0 ‖ ≈
‖ru

n−1‖/‖ru
0‖, as predicted by Theorem 3.2, but that in fact

‖r(n−1)

i ‖
‖r(n−1)

0 ‖ ≈ ‖ru
i ‖

‖ru
0‖

, for i = 0, 1, . . . ,

where r(n−1)

i denotes the ith MINRES residual corresponding to r(n−1)

0 (and hence
r(n−1)

n−1 = rw
n−1). In fact, it seems that the MINRES convergence for ru

0 closely cor-
responds to the convergence behavior for which the worst possible residual norm is
attained in the next-to-last step.
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Fig. 3.1. MINRES residual norms ‖r
(n−1)

i
‖/‖r

(n−1)

0
‖ (solid) vs. ‖ru

i
‖/‖ru

0
‖ (dashed) for dif-

ferent δ.

Because of the equality of (2.12) and (2.16), Theorem 3.2 also characterizes
‖ew

n−1‖/‖e(n−1)

0 ‖, the (n − 1)st worst-case relative A-norm of the error for CG. The
theorem does not characterize, however, the case of CG for the initial error eu

0. This
is done in the following result.

Theorem 3.3. Suppose that CG is applied to a system Ax = b where A as in
(2.2) with n ≥ 2 has entries satisfying (2.3). Then

3−1 δ

Un (1 + δ)
<

‖eu
n−1‖A

‖eu
0‖A

< 3
2 + δ

Un (1 + δ)
.(3.10)

For δ < 1/4,

3−1 δ + 2

n1/2Un (1 + δ)
<

‖eu
n−1‖A

‖eu
0‖A

,(3.11)

and for δ = 0,

‖eu
n−1‖A

‖eu
0‖A

=

√
6

√

n(n + 1)(n + 2)
> n−3/2 .(3.12)

Proof. The second inequality in (3.10) follows easily from (3.4). To prove the first
inequality it suffices to bound the term

K ≡
(

n
∑

k=1

λkL2
k

)(

n
∑

k=1

1

λk

)

from above, cf. (2.18). Using Cauchy’s inequality

K ≤
(

n
∑

k=1

L4
k

)1/2( n
∑

k=1

λ2
k

)1/2( n
∑

k=1

1

λk

)

.(3.13)
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Since λn is the largest eigenvalue,

(

n
∑

k=1

λ2
k

)1/2( n
∑

k=1

1

λk

)

< n1/2λn

(

n
∑

k=1

1

λk

)

< n3/2κ(A) ,(3.14)

where κ(A) denotes the condition number of the symmetric positive definite matrix A,

κ(A) =
λn

λ1
=

1 + δ + ω1

1 + δ − ω1
>

2 + δ

δ
.

It remains to find a bound on the sum of the L4
k. Using (3.1) and (6.7),

n
∑

k=1

L4
k ≤ U4

n (1 + δ)

(n + 1)4( δ
2 + 1)4

n
∑

k=1

sin8(kπh)

24 sin8
(

kπh
2

)

= 28 U4
n (1 + δ)

(n + 1)4(δ + 2)4

n
∑

k=1

cos8
(

kπh

2

)

< 34 nU4
n (1 + δ)

(n + 1)4(δ + 2)4
.(3.15)

From (3.13)–(3.15) we now obtain (3.10).
Now consider the case δ < 1/4. Then

(

n
∑

k=1

λ2
k

)1/2 n
∑

k=1

1

λk
=

(

n
∑

k=1

(1 + δ − ωk)2

)1/2 n
∑

k=1

1

1 + δ − ωk

<

(

n
∑

k=1

(5/4 − ωk)2

)1/2 n
∑

k=1

1

1 − ωk

=

(

33

16
n − 1

2

)1/2 n
∑

k=1

1

2 sin2
(

kπh
2

)

<

(

36

16
n

)1/2
n(n + 2)

3
=

n1/2n(n + 2)

2

<
n1/2(n + 1)2

2
,(3.16)

where we have used the identities (6.9) and (6.10). Then (3.11) follows from (3.13),
(3.15) and (3.16).

Let δ = 0. To prove (3.12) we use (6.8) and (6.9),

‖eu
0‖2

A

‖eu
n−1‖2

A

=

(

n
∑

k=1

4 sin2

(

kπh

2

)

4 cos4
(

kπh

2

)

)(

n
∑

k=1

1

4 sin2
(

kπh
2

)

)

= (n + 1)

(

n(n + 2)

6

)

.

A comparison of Theorem 3.2 and Theorem 3.3 shows that for small δ,

(MINRES)
‖ru

n−1‖
‖ru

0‖
≈ n1/2 ‖eu

n−1‖A

‖eu
0‖A

(CG) .



BEHAVIOR OF CG AND MINRES FOR TOEPLITZ MATRICES 11

0 5 10 15 20 25 30 35 40
10

−15

10
−10

10
−5

10
0
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δ = 0 .1

δ = 0.4

δ = 2 

Fig. 3.2. MINRES residual norms ‖ru
i
‖/‖ru

0
‖ (solid) vs. CG error norms ‖eu

i
‖A/‖eu

0
‖A

(dashed) for different δ.

For larger δ, this difference is much less pronounced, and these MINRES and CG
quantities are at most a small constant apart from each other. For a numerical
illustration see Fig. 3.2, where we plot the MINRES and CG convergence curves for
40 by 40 systems of the form (2.1)-(2.3) with different δ and the initial residual ru

0 .
Also see Fig. 4.1 for an example with δ = 0 and n = 120.

We next compare our results with the classical bound on the worst-case conver-
gence values based on the condition number of A, given by

min
p∈πi

max
1≤k≤n

|p(λk)| ≤ 2νi

1 + ν2i
, i = 0, . . . , n ,(3.17)

where ν = (
√

κ(A) − 1)/(
√

κ(A) + 1) < 1 as in (2.21), cf., e.g., [7, Theorem 3.1.1].
The proof of this bound is based on the idea of replacing the min-max problem on
the eigenvalues of A by the min-max problem on the interval [λ1, λn]. The latter is
solved by the scaled and shifted Chebyshev polynomials of the first kind.

In the notation established above,

2νn−1

1 + ν2(n−1)
≥ ‖rw

n−1‖
‖r(n−1)

0 ‖ =
‖ew

n−1‖
‖e(n−1)

0 ‖(3.18)

&
‖ru

n−1‖
‖ru

0‖
≈ 4

ω1

2 + δ

Un (1 + δ)
(3.19)

&
4τ

Un(τ)
(3.20)

&
2

ν Un(τ)
=

2 νn−1

1 + ν2 + . . . + ν2(n−1) + ν2n
,(3.21)

where “&” means that the inequality is close. In (3.18) we use (3.17) for i = n − 1,
and in (3.19) we use (3.4), where the unimportant multiplicative factor (between 1/3
and 3) was replaced by 4/ω1 for convenience. Next, in (3.20) we use (2.23) as well
as the relation τ = (1 + δ)/ω1, from which we receive (3.21) using (2.23) and the
inequality 2 τ ≥ ν−1 ≥ τ .
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The main point in the above derivation is that the actual convergence quantities
on the right hand side of the inequality in (3.18) are always quite close to (3.21), i.e.

‖rw
n−1‖

‖r(n−1)

0 ‖ =
‖ew

n−1‖
‖e(n−1)

0 ‖ ≈ 2 νn−1

1 + ν2 + . . . + ν2(n−1) + ν2n
.

The tightness of the upper bound (3.18) to the actual convergence quantities therefore
depends on the size of ν, which is related to the condition number of A. By definition,
we always have 0 < ν < 1. Moreover, ν approaches zero when κ(A) approaches one,
and ν approaches one, when κ(A) approaches infinity. Also note that κ(A) for a fixed
matrix size n is a strictly decreasing function of the parameter δ ≥ 0.

When ν is close to zero, equivalently κ(A) is small or δ is bounded away from zero,
then there is no significant quantitative difference between the classical bound (3.18)
and (3.21). In such cases the classical bound in fact provides accurate information
about the actual convergence quantities of CG and MINRES in (3.18) and (3.19).
On the other hand, when ν is close to one, equivalently κ(A) is large or δ is close
to zero, then the lower bound (3.21), and with it the CG and MINRES convergence
quantities will be smaller (up to the factor n−1) than predicted by the classical upper
bound (3.18). Note that in this case the CG error norm for eu

0 may be well below the
other three convergence quantities, cf. our above discussion of Theorem 3.3. The case
δ = 0 appears to be the most interesting case, and we study it in more detail in the
following section.

4. Model problem: The one-dimensional Poisson equation. We will now
apply the results developed above to a model problem, namely the one-dimensional
Poisson equation,

−u′′(z) = f(z), z ∈ (0, 1),(4.1)

with Dirichlet boundary conditions

u(0) = u0, u(1) = u1 .(4.2)

Then for each positive integer n, the central finite difference approximation on the
uniform grid kh, k = 1, . . . , n, h = 1/(n + 1), leads to a linear algebraic system of
the form













2 −1

−1
. . .

. . .

. . .
. . . −1
−1 2













x = h2













f(h)
...
...

f(nh)













+













u0

u1













≡ b .(4.3)

The coefficient matrix A is of the form (2.2) with α = 2 and β = −1, so that δ = 0
in (2.3), i.e. A is only weakly diagonally dominant. The eigenvalues of A are given by

λk = 2 − 2 cos(kπh) = 4 sin2

(

kπh

2

)

, k = 1, . . . , n ,(4.4)

and the eigenvectors are the same as in (2.5).

Remark 4.1. The results developed in the previous sections could also be used to
study discretized one-dimensional elliptic differential equations that are more general
than (4.1). For example, consider the elliptic equation −u′′(z) + σu(z) = f(z) with
some parameter σ ≥ 0. Then the coefficient matrix resulting from a central finite
difference discretization as described above is of the form (2.2) with α = 2+σh2, and
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β = −1, and hence δ = (σh2)/2 ≥ 0. In a nutshell, our results in Section 3 show that
increasing σ will increase the convergence speed of MINRES and CG (assuming that
h is fixed), cf. Figs. 3.1 and 3.2 and the corresponding analyses.

In [14], see also [15], the authors study the convergence of CG for the system (4.3)
for a certain set of solutions x = A−1b dependent on a parameter. Assuming that
x0 = 0, and hence e0 = x, they present exact analytic expressions for the relative
A-norm of the CG errors. Two of these solutions are of particular interest in our
context.

The first solution, here denoted by x(M), is defined by

x(M) = Q[ξ(M)

1 , . . . , ξ(M)

n ]T , ξ(M)

k = sin−1

(

kπh

2

)

,(4.5)

for k = 1, . . . , n. If x0 = 0, equivalently e(M)

0 = x(M), then the relative A-norm of the
corresponding ith CG error e(M)

i fulfills

‖e(M)

i ‖A

‖e(M)

0 ‖A

=

[

(n − i) + (n − i)2

n(n + 1) + 2ni(n − i)

]1/2

≡ ϕM(n, i) ,(4.6)

see [14, p. 222].
Similarly, for the solution x(C) defined by

x(C) = Q[ξ(C)

1 , . . . , ξ(C)

n ]T , ξ(C)

k = sin−2

(

kπh

2

)

,(4.7)

for k = 1, . . . , n, the corresponding CG errors for x0 = 0, i.e. e(C)

0 = x(C), satisfy

‖e(C)

i ‖A

‖e(C)

0 ‖A

=

[

(n − i)3 + 3(n − i)2 + 2(n − i)

n(n + 1)(n + 2)

]1/2

≡ ϕC(n, i) ,(4.8)

see [14, p. 229].

Remark 4.2. The solutions x(M) and x(C) correspond to choosing the parameter
in [14, formula (2.7)] equal to one and two, respectively. The authors solve the
resulting minimization problems using Lagrange multipliers. They do not comment
on their motivation for choosing these particular solution vectors, but according to
Howard Elman (private communication) they were mainly motivated by numerical
experiments.

What is the meaning of the solutions x(M) in (4.5) and x(C) in (4.7) in our context?
First consider the solution x(C). If x0 = 0, then initial error is e(C)

0 = x(C). Comparing
(2.17) and (4.5) shows that

e(C)

0 = 4 eu

0 .

Hence (4.8) gives the exact convergence curve for the relative A-norm of the error,
when CG is applied to (4.3) and the initial error is eu

0.
Next note that the convergence of CG with initial error x(M) (i.e. solution x(M)

and x0 = 0) corresponds to the convergence of MINRES with initial residual A1/2x(M),
cf. (2.14). Now a simple calculation shows that the coordinates ̺(M)

k of A1/2x(M) in
the eigenvectors of A are given by ̺(M)

k = 2, k = 1, . . . , n. Equivalently,

A1/2x(M) = 2 ru

0 ,
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cf. (2.11). Hence (4.6) gives the exact convergence curve for the relative residual
norms, when MINRES is applied to (4.3) and the initial residual is ru

0 .
We summarize these considerations in the following proposition.

Proposition 4.3. Suppose that CG and MINRES are applied to the system (4.3)
and the respective initial error and residual are given by eu

0 and ru
0 . Then the resulting

CG errors eu
i and MINRES residuals ru

i satisfy

‖eu
i ‖A

‖eu
0‖A

= ϕC(n, i),
‖ru

i ‖
‖ru

0‖
= ϕM(n, i) , i = 0, . . . , n ,

where ϕC(n, i) and ϕM(n, i) are defined by (4.6) and (4.8).

Our next goal is to characterize the initial residuals for which the bounds (1.1)
and (1.2) are attained in step n−1, and to relate these initial residuals to actual right
hand sides f and/or boundary conditions in our model problem (4.1)–(4.2).

4.1. Worst data for CG. The eigenvector coordinates ξ(n−1)

k of the initial error
e(n−1)

0 that yields the maximal relative A-norm of the error in the step n − 1 of CG
are determined by (2.15). For example, choosing them all positive, and using (3.2)
and (4.4), yields

ξ(n−1)

k =
(γ

2

)1/2

cot

(

kπh

2

)

(4.9)

for k = 1, . . . , n, and an arbitrary γ > 0. For simplicity consider x0 = 0, then Ae(n−1)

0
is the right hand side of (4.3), which is given by

Ae(n−1)

0 =
(γ

h

)1/2

Qq1 =
(γ

h

)1/2

e1 ,(4.10)

where e1 is the first unit vector, e1 = [1, 0, . . . , 0]T . Of course, the scaling of the
right hand side makes no difference for the relative A-norm of the error. Hence any
right hand side that is a (nonzero) multiple of e1 leads to the worst possible relative
A-norm of the error in the next-to-last step of CG (with x0 = 0).

Another example that leads to an (n − 1)st worst-case CG error is to choose the
coefficients ξ(n−1)

k similar to (4.9), but with alternating sign, i.e.

ξ(n−1)

k = (−1)k+1 cot

(

kπh

2

)

.

This yields, using the relation (−1)k+1 sin(kπh) = sin(nkπh) and x0 = 0, a right
hand side that is a (nonzero) multiple of the nth unit vector en.

Both examples show that the initial data leading to the very unfavorable con-
vergence behavior of CG may look rather unsuspicious at first sight. In terms of the
model problem (4.1)–(4.2), the worst possible relative A-norm of the (n − 1)st error
in CG (for x0 = 0) is obtained simply by

f = 0 and u0 = c, u1 = 0, or u0 = 0, u1 = c ,(4.11)

for any nonzero constant c.

For the initial error e(n−1)

0 in (4.9) it is also possible to determine the exact values
of the relative A-norm of the error in every step of the CG method. This can be done
using the same techniques as in [14] based on Lagrange multipliers. This technique
is quite involved, and the full proof would take us several pages to state. We here
mention only the final result, and justify it numerically in Section 4.3: The exact
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relative A-norm of the CG error e(n−1)

i resulting from the initial error e(n−1)

0 in (4.9)
is given by

‖e(n−1)

i ‖A

‖e(n−1)

0 ‖A

=

[

n − i

n (i + 1)

]1/2

≡ ϕW (n, i) , i = 0, . . . , n .(4.12)

Comparing (4.12) and (4.6) it can be easily shown that

ϕM(n, i) < ϕW (n, i) <
√

2 ϕM(n, i) , i = 1, . . . , n − 1 .(4.13)

4.2. Worst data for MINRES. The eigenvector coordinates ̺(n−1)

k of the ini-
tial residual r(n−1)

0 that yields the maximal relative Euclidean residual norm in the step
n−1 of MINRES are determined by (2.8) and (3.2). Let us choose ̺(n−1)

k = cos
(

kπh
2

)

,

i.e. all ̺(n−1)

k positive and γ = 1/2, for k = 1, . . . , n. As shown in (2.14), MINRES
for this r(n−1)

0 is equivalent to CG for the initial error A−1/2r(n−1)

0 . But a simple
calculation shows that the eigenvector coordinates of this initial error are given by
1
2 cot

(

kπh
2

)

. Hence A−1/2r(n−1)

0 is a multiple of the error vector e(n−1)

0 described by
(4.9). As a consequence, the relative MINRES residual norms for the initial residual
r(n−1)

0 also satisfy (4.12), i.e.

‖r(n−1)

i ‖
‖r(n−1)

0 ‖ = ϕW (n, i) , i = 0, . . . , n .(4.14)

Similar to CG, we now determine data for (4.1)–(4.2), which yields the vector r(n−1)

0 .
First note that

r(n−1)

0 =

n
∑

k=1

̺(n−1)

k qk = (2h)1/2
n
∑

k=1

cos

(

kπh

2

)











sin (kπh)
sin (2kπh)

...
sin (nkπh)











.(4.15)

Now the jth entry of r(n−1)

0 , denoted by r(n−1)

0,j for j = 1, . . . , n, satisfies

r(n−1)

0,j = (2h)1/2
n
∑

k=1

cos

(

kπh

2

)

sin (jkπh) ,

= (2h)1/2
n
∑

k=1

[

sin

(

kjπh +
kπh

2

)

+ sin

(

kjπh − kπh

2

)]

= (2h)1/2 sin (jπh)

cos
(

πh
2

)

− cos (jπh)
,(4.16)

cf. formula (6.2) for the last equality.
The dependence of r(n−1)

0 on h is a striking difference from the CG case, where
r(n−1)

0 is just a scalar multiple of the first or last standard unit vector. In the MINRES
case it is therefore not as straightforward to find data for (4.1)–(4.2) that leads to the
worst case in step n − 1. One possibility is to choose u0 = 0, u1 = 0, and the source
function

fn(z) ≡ sin (πz)

cos
(

πh
2

)

− cos (πz)
.
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(Note that the scaling factor (2h)1/2 in (4.16) does not play any role since we consider
the relative residual norm.) This fn(z) has a pole at z = h

2 . Given that for CG we
have the nicely continuous source function f(z) = 0, this is somewhat unsatisfactory.
However, it is not difficult to show that

sin (πz)

1 − cos (πz)
= cot

(πz

2

)

≤ fn(z) ≤
√

2 cot
(πz

2

)

,(4.17)

for any z ∈ [h, 1]. Hence fn(z) is closely approximated by the function f(z) =
cot
(

πz
2

)

, that is continuous in (0, 1]. In particular, (4.17) holds at any mesh point kh,
k = 1, . . . , n. Hence the problem (4.1)–(4.2) with homogeneous Dirichlet boundary
conditions, and with the source term f(z) = cot

(

πz
2

)

, leads to MINRES convergence

(for x0 = 0) that is very close to the one obtained for the initial residual r(n−1)

0 in
(4.15), see Fig. 4.1 in Section 4.3.

4.3. Numerical Experiments. Above we explored the convergence of CG and
MINRES for the model problem (4.3). We now illustrate our theoretical results by
numerical experiments. In all experiments we use n = 120, and the initial guess
x0 = 0. The experiments are performed in MATLAB 6.5, Release 13, on an AMD
Athlon XP 2100+ personal computer with machine precision ε ∼ 10−16.

0 20 40 60 80 100 120
10

−3

10
−2

10
−1

10
0

lhs of (3.17) 

rhs of (3.17) 

φ
M

(n,i) 

φ
C

(n,i)
φ

W
(n,i)

MINRES, r
0
(n−1)

CG, e
0
(n−1)

MINRES, cot(π z/2)

Fig. 4.1. CG and MINRES convergence curves, and both sides of (3.17).

Figure 4.1: As shown in Proposition 4.3, the CG and MINRES convergence curves
for eu

0 and ru
0 are given by ϕC(n, i) (dashed) and ϕM(n, i) (dashed dotted), respectively.

These curves may in general for small δ be quite different from each other, cf. the
discussion after Theorem 3.3, and in fact they are in this example (where δ = 0). Here
also we notice that the convergence curve ϕC(n, i) exhibits a “superlinear” behavior,
i.e. that the error norm reduction per iteration step increases with increasing i. This
behavior can be easily explained by considering the form of ϕC(n, i), cf. (4.8). It can
be shown by an elementary computation, that

ϕC(n, i)

ϕC(n, i − 1)
=

(

n − i

n − i + 3

)1/2

, i = 1, . . . , n ,
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which represents a strictly decreasing function of the iteration step i. The superlinear
effect can also be related to the distribution of the eigenvector coordinates of the
initial error eu

0. As proved asymptotically by Beckermann and Kuijlaars [3], CG may
for the model problem (4.3) converge superlinearly, when the initial error exhibits a
certain distribution of eigencomponents that is far from a uniform distribution. This
is precisely the case in our example, where eu

0 is biased, cf. (2.17).
The convergence curves of CG with right-hand side (4.10), MINRES with right

hand side (4.16), as well as the curve ϕW (n, i) defined by the right equality in (4.12) are
plotted by solid lines. The three lines coincide, which gives a numerical justification
of the left equality in (4.12), and of (4.14). As predicted by (4.13), the curves ϕM(n, i)
(MINRES for ru

0 ) and ϕW (n, i) (CG for e(n−1)

0 and MINRES for r(n−1)

0 ) are very close.
Applying MINRES to the system (4.3) with the initial residual having components

r0,j = cot( jπh
2 ) instead of (4.16) yields the convergence curve plotted by dots. Because

of (4.17), the dotted and the solid curve do not differ significantly.
The left hand side of the classical convergence bound (3.17), computed by the

function cheby0 of the semidefinite programming package SDPT3 [19], is plotted by
the bold line, and the right hand side is plotted by bold dots. It is quite surprising
how close the curve ϕC(n, i) (CG for eu

0) is to the worst-case values (bold dots) during
the iterations i ≤ n/2. On the other hand, the convergence curve ϕW (n, i) (solid),
that attains the worst-case value in the (n − 1)st step, differs from the bound (1.1)
significantly in most iterations.

The bound (3.17) is tight in the step i, if there exist i − 1 eigenvalues of A, that
closely approximate extrema of the ith scaled and shifted Chebyshev polynomial of
the first kind. As shown by Fig. 4.1, this is apparently true in our case for i ≤ n/2.
For i > n/2, the left and right hand sides of (3.17) start to differ significantly. In
particular, for i = n − 1, and n reasonably large,

min
p∈πn−1

max
1≤k≤n

|p(λk)| =
1

n
≪ 2νn−1

1 + ν2(n−1)

n→∞−→ 2eπ

1 + e2π
.

This clearly demonstrates that for reasonably large n the classical bound (3.17) cannot
describe the worst-case convergence values of CG or MINRES in later iterations.
As shown by our discussion of the relations (3.18)–(3.21) at the end of Section 3,
this is due to the large condition number of A (note that δ = 0 in this example).
Asymptotically (for n → ∞) the weakness of the classical bound in this context has
also been noticed before by Axelsson [2, Example 13.7] and others.

Figure 4.2. In this experiment we demonstrate that the initial data (initial resid-
ual or initial error) that lead to the worst-case convergence quantity for one method
in the (n − 1)st iteration step does not lead (in general) to similar convergence for
the other method. As mentioned before, MINRES for r(n−1)

0 and CG for e(n−1)

0 have
the same convergence curve (solid). However, the curves of MINRES for the initial
residual Ae(n−1)

0 (dashed) and CG for the initial error A−1r(n−1)

0 (dashed dotted) differ
significantly (by orders of magnitude) from the solid curve. An interesting numeri-
cal observation is that both curves (dashed and dashed dotted) end with the same
convergence value in the (n−1)st iteration (we did not investigate this theoretically).

Figure 4.3. This experiment studies to which extent the initial residual ru
0 in

(2.11) can be considered a representative for a general initial residual vector having
approximately equal components in the eigenvectors of A. We generate 1000 right hand
sides by the MATLAB-command b = Q ∗ randn(n, 1), i.e. the vector of eigenvector
coordinates is generated by a random number generator with normal distribution.
The corresponding CG and MINRES convergence curves with x0 = 0 are plotted by
dotted lines in the left and right part of Fig. 4.3. By the solid line we plot the left
hand side of (3.17). The bold line in the left part represents the CG convergence
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Fig. 4.2. CG and MINRES convergence curves and the left hand side of (3.17).

curve for eu
0 = A−1ru

0 , i.e. the values ϕC(n, i), and the bold line in the right part is
the MINRES convergence curve for ru

0 , i.e. the values ϕM (n, i). For CG, the bold
solid line represents de facto (up to some small inaccuracies) an upper bound for all
other CG convergence curves. In this sense ru

0 represents for CG an extreme case of
an unbiased initial residual vector. The MINRES convergence curve for ru

0 describes
the other MINRES convergence curves reasonably well, except for the final stage of
the iteration.
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Fig. 4.3. CG and MINRES convergence curves and the left hand side of (3.17).

5. Summary. Our results in [12] allow to study the (n− 1)st CG and MINRES
iteration step. This approach provides additional information about the convergence
of these methods. As demonstrated in this paper, such information can have inter-
esting implications for understanding the convergence itself as well as connections
between a differential equation and the convergence of the linear solver for the dis-
cretized problem.

Here we consider linear algebraic systems with symmetric (positive) definite tridi-
agonal Toeplitz matrices. We concentrate on the worst case and the case of an un-
biased initial residual. It turns out that for MINRES these two cases are essentially



BEHAVIOR OF CG AND MINRES FOR TOEPLITZ MATRICES 19

the same, as the corresponding relative residual norms differ by at most a small con-
stant independent of the matrix size. On the other hand, for CG the two cases may
differ more significantly, with the size of the difference depending on the degree of
diagonal dominance of A. When A is only weakly diagonally dominant, then CG for
the unbiased initial residual may even exhibit a “superlinear” convergence behavior,
leading to a much faster error norm reduction in later stages of the iteration. This
may significantly outperform the worst-case behavior. The reason for this difference
is that the initial error corresponding to the unbiased initial residual is in fact biased
towards the eigenvalue distribution of A.

Additionally, a comparison of our results with the classical convergence bound
based on the condition number of A shows that this bound is reasonable when the
matrix A from our problem class is well conditioned, and that it otherwise fails to
provide good information about the worst-case convergence quantities. Moreover, we
show quantitatively how the speed of convergence increases with increasing diagonal
dominance of A. For the one-dimensional Poisson equation, we identify the source
terms and/or boundary conditions of the differential equation that lead to the worst
CG and MINRES convergence for the discretized problem.

Acknowledgments. We thank Miro Rozložńık for his helpful comments.

6. Appendix. Let h = (n + 1)−1, n ∈ N. Then the following identities hold:

n + 1

22n−1

1

sin2 (kπh)
=

n
∏

j=1
j 6=k

∣

∣

∣

∣

sin2

(

jπh

2

)

− sin2

(

kπh

2

)∣

∣

∣

∣

,(6.1)

sin (kπh)

cos
(

πh
2

)

− cos (kπh)
=

n
∑

j=1

[

sin

(

jkπh +
jπh

2

)

+ sin

(

jkπh − jπh

2

)]

,(6.2)

n + 1

2n
=

n
∏

j=1

sin (jπh) ,(6.3)

sin
(

ny
2

)

sin
(

ny + y
2

)

sin
(

y
2

) =
n
∑

j=1

sin (j y) ,(6.4)

n

2
=

n
∑

j=1

cos2 (jπh) =

n
∑

j=1

sin2 (jπh) ,(6.5)

3n − 1

23
=

n
∑

j=1

cos4
(

jπh

2

)

,(6.6)

35n − 29

27
=

n
∑

j=1

cos8
(

jπh

2

)

,(6.7)

n + 1

16
=

n
∑

j=1

sin2

(

jπh

2

)

cos4
(

jπh

2

)

,(6.8)

2n(n + 2)

3
=

n
∑

j=1

sin−2

(

jπh

2

)

,(6.9)

33

16
n − 1

2
=

n
∑

j=1

(

5

4
− cos(jπh)

)2

.(6.10)

The identities (6.3)–(6.10) are either standard identities, see, e.g., [5], or they
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can be derived using standard symbolic computation software such as MAPLE [20].
Below we will only give proofs of the identities (6.1) and (6.2).

We start with a proof of (6.1). Using a simple algebraic manipulation and the
standard formulas we obtain

n
∏

j=1
j 6=k

[

sin2

(

jπh

2

)

− sin2

(

kπh

2

)]

=

n
∏

j=1
j 6=k

[

sin

(

jπh

2

)

− sin

(

kπh

2

)][

sin

(

jπh

2

)

+ sin

(

kπh

2

)]

=

n
∏

j=1
j 6=k

2 cos

(

(j + k)πh

4

)

sin

(

(j − k)πh

4

)

2 sin

(

(j + k)πh

4

)

cos

(

(j − k)πh

4

)

=
n
∏
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j 6=k

sin

(

(j + k)πh

2

)

sin

(

(j − k)πh

2

)

=
n
∏

j=1
j 6=k

sin

(

(j + k)πh

2

) n
∏

j=1
j 6=n+1−k

cos

(

(j + k)πh

2

)

.

Now we distinguish two situations, either kh = 1
2 , or not. If kh = 1

2 then n+1−k = k
and the product in (6.1) takes the form

n
∏

j=1
j 6=k

∣

∣

∣

∣

sin

(

(j + k)πh

2

)

cos

(

(j + k)πh

2

)∣

∣

∣

∣

=
1

2n−1

n
∏

j=1
j 6=k

| sin ((j + k)πh)|

=
1

2n−1

n
∏

j=1

sin (jπh) =
n + 1

22n−1
,

cf. (6.3). Clearly, (6.1) holds since sin2 (kπh) = 1 for kh = 1
2 .

When kh 6= 1
2 , the product in (6.1) can be written as

| cos(kπh)|
n
∏

j=1
j 6=k

j 6=n+1−k

∣

∣

∣

∣

sin

(

(j + k)πh

2

)

cos

(

(j + k)πh

2

)∣

∣

∣

∣

=
| cos(kπh)|

2n−2

n
∏

j=1
j 6=k

j 6=n+1−k

| sin ((j + k)πh)|

=
| cos(kπh)|

2n−2| sin(2kπh)| ·
n
∏

j=1
j 6=n+1−k

| sin ((j + k)πh)|

=
2 sin(kπh) cos(kπh)

2n−1 sin(kπh) sin(2kπh)
· 1

sin(kπh)

n
∏

j=1

sin (jπh)

=
n + 1

22n−1

1

sin2 (kπh)
,
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and (6.1) holds.

Next, we will prove the identity (6.2). Denoting

y+ = kπh +
πh

2
, y− = kπh − πh

2
,

and using the formula (6.4) we obtain

n
∑

j=1

sin (j y+) +
n
∑

j=1

sin (j y−)

=
sin
(ny+

2

)

sin
(

(n+1) y+

2

)

sin
(y+

2

) +
sin
(ny−

2

)

sin
(

(n+1) y−

2

)

sin
(y−

2

)

=
sin
(y−

2

)

sin
(ny+

2

)

sin
(

(n+1) y+

2

)

+ sin
(y+

2

)

sin
(ny−

2

)

sin
(

(n+1) y−

2

)

sin
(y+

2

)

sin
(y−

2

) .(6.11)

The first product in numerator of (6.11) has the form

4 sin
(y−

2

)

sin
(ny+

2

)

sin

(

(n + 1) y+

2

)

= sin (kπh) − sin (πh) − sin

(

kπ +
nπh

2

)

+ sin
(

nkπh +
π

2

)

(6.12)

and similarly, the second product in numerator can be written as

4 sin
(y+

2

)

sin
(ny−

2

)

sin

(

(n + 1) y−
2

)

= sin (kπh) + sin (πh) − sin

(

kπ − nπh

2

)

+ sin
(

nkπh − π

2

)

.(6.13)

Substituting (6.12) and (6.13) into (6.11) we obtain

n
∑

j=1

sin (j y+) +

n
∑

j=1

sin (j y−) =
sin (kπh) − 1

2

[

sin
(

kπ + nπh
2

)

+ sin
(

kπ − nπh
2

)]

cos
(

πh
2

)

− cos (kπh)

=
sin (kπh) − sin (kπ) cos

(

nπh
2

)

cos
(

πh
2

)

− cos (kπh)

=
sin (kπh)

cos
(

πh
2

)

− cos (kπh)
,

which completes the proof.
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