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Introduction

l. Robust procedures for detection of a change in regression

Introduction

Robust procedures versus classical L, procedures

off-line and on-line procedures

ll. Two-sample change point analysis

Motivated by real data — measurements of jump height and speed:

432 girls, 364 boys (6-19 years)

Marie Hugkovd ( Charles University)

Two contributions to change-point analysis

Lancaster University

Two
contributions
to
change-point
analysis

Marie

Huskova

Introduction

4 /28



Detection of a change in regression

OUtl I ne contributions

to
change-point
analysis

Detection of :
change in
regression

© Detection of a change in regression

Marie Hugkovd ( Charles University) Two contributions to change-point analysis Lancaster University



Detection of a change in regression

Two

l. Robust procedures for detection of a change in regression [

to
change-point
analysis

Regression model-off-line version:

Marie

Yi=x!B+x]6,0{i >k} +e, i=1,....n Hugkova

B = (B1,...,8,)" — unknown parameters

Detection of :

On = (0n1,.-. ,6,,,,)T — unknown parameters change in

regression

x; = (Xi1,...,Xip) " -observed regressors

ko — change-point — unknown

ei,..., e, —random errors with some properties
Basic problems:

(@) Ho: ko=n, Hi:ko<n

(b) Estimator of ky and other parameters
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Detection of a change in regression

Typically max-likelihood type test under the assumption that the
error are i.i.d. N(0,0?) are derived and it is checked whether the
test have a good performance under weaker assumptions (usually
asymptotic behavior is studied).

It is well-known that such procedures are sensitive w.r.t.
non-normality of errors (heavy tailed or there are outliers), therefore
robust procedures were developed. Typically related to the so called
M-estimators developed by P. Huber.

Rcall: M-estimator of 3 under Hy is defined as a minimizer of
n
> olYs —x])
i=1

w.r.t. b, pis a convex loss function, denote ¢ = p’— called score
function

B,(1) — minimizer
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Detection of a change in regression

Typical choices of ¥(+):

e (x) = x, x € R— Ly norm

e )(x) = sign(x), x € R— L1 norm

e Huber function, K > 0

P(x)

e Y3(x) = BI{x >0} — (1 — B)I{x < 0} - B-quantile, 5 € (0,1)

=x, |x] > K
= K sign(x), |x| < K

e score function related likelihood ratio
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Detection of a change in regression

Test statistics:

To() = sup {871y () (Eat))  Siimine(®)]

o<t
k
=Y X (Yi—x/Ba(¢)), k=1,....n
=1

fn(w) — an estimator of X (1)

>(¢) = lim var{iiz[}(e;)}
i=1

n—oo

Basic property under the null hypothesis: If %fozl x,-x,T ~ %Z

then as n — oo
Ta(®) —9 sup {282 }

o<t<1

Bi(t),..., By(t) — independent Brownian bridges
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Detection of a change in regression

Simulations contrbations
the R-package sandwich (see Zeileis). chanec poin
n =100, 200, 400 o
Bo = 1.0,1.0) Hugkova
X = (].,X,')7 Xj — AR (1)

ko = n/2

a=0.05 p=2 ae;s;te.?: of
regressors to be i.i.d. N(0,1); the errors were generated as AR(1) regression

with heavy tailed innovations coming either from the Student
distribution t1 and t2; for various values of the coefficient :
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Detection of a change in regression

©.0 (050 (1,00 (0,05 (0,1 (0505 (1,1
p [ n Ly
100 [B) 18 (36) 4 (12) 16 (35) 8 (20) 34 (56)
0 [ 200 1.5 (5) 53 (70) 13 (26) 55 (71) 29 (45) 79 (88)
400 (5) 83 (89) 30 (41) 83 (88) 56 (66) 94 (97)
100 ) 10 (23) 4 (12) 16 (35) 7 (17) 26 (49)
0.2 | 200 (5) 34 (49) 13 (24) 52 (67) 22 (34) 69 (80)
400 (5) 64 (73) 30 (42) 83 (88) 47 (58) 92 (94)
100 ) 7 (14) 5 (10) 14 (27) 7 (12) 19 (35)
0.4 | 200 (5) 20 (28) 13 (19) 49 (58) 18 (25) 61 (70)
400 (5) 43 (51) 27 (33) 80 (84) 37 (44) 88 (91)
p [ n Huber
100 [ 2.4 (5) 12 (22) 48 (65) 9 (19) 34 (53) 20 (33) 66 (83)
0 20027 (5) 38 (48) 96 (98) 35 (46) 92 (95) 68 (77) 100 (100)
400 | 4.1 (5) 79 (82) 100(100) 76 (78) 100 (100) 98 (98) 100 (100)
100 [ 15 (5) 5 (14) 23 (43) & (19) 31 (54) 12 (28) 50 (75)
0.2 200 |22 (5) 19 (29) 72 (82) 31 (44) 87 (93) 50 (62) 98 (99)
400 | 3.2 (5) 48 (56) 99 (99) 70 (77) 100 (100) 89 (92) 100 (100)
100 [ 15 (5) 3 (9) 11 (24) 6 (15) 23 (45) 8 (20) 34 (59)
0420031 (5) 10(15) 41 (51) 24 (32) 78 (84) 35 (44) 89 (94)
400 |42 (5) 24 (27) 81 (83) 57 (59) 99 (99) 72 (75 100 (100)
p | n )
100 | 3.6 (5) 14 (20) 50 (60) 11 (16) 38 (47) 22 (30) 69 (77)
0 [200]3.0(5) 38(45) 95 (97) 35 (42) 91 (94) 67 (72) 100 (100)
400 | 4.7 (5) 78 (79) 100(100) 74 (74) 100 (100) 96 (97) 100 (100)
100 [ 29 (5) 8 (12) 29 (40) 10 (14) 33 (43) 15 (22) 56 (66)
0.2 200 | 3.7 (5) 22 (26) 78 (82) 31 (36) 86 (89) 50 (57) 98 (99)
400 | 4.2 (5) 53 (55) 99 (99) 67 (70) 100 (100) 89 (90) 100 (100)
100 |27 (5) 6 (9) 17 (24) 9 (13) 24 (35) 10 (17) 39 (51)
0.4 200 | 3.2 (5) 13 (18) 47 (56) 23 (30) 73 (79) 34 (41) 89 (92)
400 [ 4.1 (5) 27 (30) 86 (87) 51 (54) 99 (99) 72 (74) 100 (100)

Table 5: Empiri
with f, innovation: op ke

Marie Hugkovd ( Charles University)

1 power of the test in % with the

size-corrected power in the parentheses, AR(1) errors
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Detection of a change in regression

5 (0.0 (/2.0 (1.0 (012 (010 (/212 @D
n Lo
100 [ 1.6 1.9 23 2.0 31 2.4 a4
200 | 0.9 1.8 3.3 1.8 4.0 2.4 7.6
400 | 1.3 2.0 3.9 2.0 4 2.8 8.2
" Tubor
100 3 7.0 21.6 6.7 9.1 115
200 2 22.3 73.1 20.4 64.8 3¢ 92.4
400 1 49.0 98.0 46.6 97.4 81.0 100.0
[ Ly
100 | 3.8 11.6 95 27.6 52.8
200 5 30.7 27.7 78.8 E 97.7
400 .8 64.6 60.6 99.6 91.5 100.0
Table 6: Empirical power of the test (in %), ii.d. errors ~ 1, flat-top kernel
5 0.0 (/20 (1.0 (O.U2 OO (/212 (A0
o n Huber
100 213 77.0 11.0 60.0 35.4 95.3
o | 200 69.6 99.6 62.3 100.0 94.4 100.0
400 98.4 100.0 97.5 100.0 100.0 100.0
100 1.5 125 55.4 242 877
0.2 | 200 47.9 98.9 60.1 100.0 88.2 100.0
400 86.7 100.0 96.9 100.0 99.9 100.0
T00 6.0 303 12.0 G 9.8 7.2
0.4 | 200 25.6 88.8 54. 9.6 745 100.0
400 62.2 99.9 94.4 100.0 99.4 100.0

Table 7: Empirical power of the test (in

Marie Hugkovd ( Charles University)

%), AR(1) errors with the Bernoulli innovations, flat-top kernel
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Detection of a change in regression

On-line procedures contrbations
Robust monitoring for CAPM for high-frequency portfolio i
betas analysis

Marie

Huskova

ri(s) = o + Birim(s) +ei(s), i€Z, sel0,1],

r(s) = (r;1(s),- -, ri7d(s))T — d-dimensional vector of (functional) st

log-returns at (say) “day” i and “intra-day time" s, regression
ri m(s) — the log-return of the market portfolio at day / and time s,

ei(s) = (e 1(s),- -, eiﬁd(s))T — d-dimensional (functional) error
terms

a;'s and 3;'s are d-dimensional unknown parameters

3;'s are the parameters of interest, usually called the “portfolio
betas”
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Detection of a change in regression

Two

We assume a training sample of size m with no instabilities is contributions
available, i.e., i
analysis
: _ (.0 oO\T
ar=...=ap= o= (03,...,09)", N

Bi=...= By =Bo= (... 007, :

o and B3y — unknown parameters

Detection of :

Null hypothesis change in

regression

Ho: B1=...=B,=B8Bny1=--.
of no “change versus” the alternative
HA: 181:"':ﬁm+k* #Bm-{—k*—&-l:"'

a “structural break” at an unknown change-point k* = k..

rij(s) = ajt-)—l—ﬁj(-)r,-,,\/,(s)—l—(a}—i—ﬁjlr,-,M(s))(Sml{i > m+k*}+e; ;(s), (11)—
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Detection of a change in regression
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PY@i(s,) = (W1(Ea(s))s- -, Ya(@g(s)) T

Huskova

ei(sy) = (eia(s),- @-d(su))T,

EiJ(SV) = r (Sy) /Bjm ri M(SV) Detection of :
change in
regression

s,=v/n,v=1,...,n, n=n(m)

test statistic based on the first m + k (functional) observations:

m+k n T
Q) =(J= 3 23 nuls)¥(@ () (€
,m,:—zl an
(\/» Z+1 ;rIM 51/ l/)))
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Detection of a change in regression

fa . . . . . T
Y is an estimator of the asymptotic variance (matrix) S oo
to
change-point
analysis

Yy = “rT var{\/lﬁ ii_”;/ol ri,M(S)@b(ei(S))dS} Mari

Hu

based on the first m observations.

The null hypothesis is rejected if Detection of .
change in
regression

Q(k, m)/q,(k/m) > c

for properly chosen c.

For a vector-valued random variable X define
1
1X]|, = (EX[P)?, p>1,

the Ly-norm of X, where |X| denotes the Euclidean norm of X.

Marie Hugkovd ( Charles University) Two contributions to change-point analysis Lancaster University



Detection of a change in regression

Assumptions

B.1) Forany i€ Z, rim(-) = h(&;(-),&;_1(-),...), where h(-) is a
measurable function, {&;(+)} is a sequence of i.i.d. random
functions, and sup¢jo 1) Elrim(s)® < <.

B.2) ForanyicZ, e(:)=g(¢i(-),¢i_1(-),...), where g(-) is a
measurable function, {{;(:)} is a sequence of i.i.d. random

functions having some further properties to be specified later.

B.3) The sequences {&;(-)} and {¢;(+)} are independent.

Marie Hugkovd ( Charles University) Two contributions to change-point analysis Lancaster University
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Detection of a change in regression
Two

:B4) For a” IE Z, contributions

to
change-point

sup Z 17i.m(5) = i (8)]]2 < o0, e

56[0 ]_] =1 Marie

EOR R (IORITONIN INARIOR S/ O /N0 NP}
with EI._)L(-),EE?L_I(-), ... being i.i.d. with the same

Huskova

Detection of :

distribution as &,(-) and independent of {£;(-)}. change in
regression
B.5) With ¢(ei()) = (Y1(e;1(-)), - Yale; 4())7, forall i € Z, it
holds that

sup sup D [[4p(ei(s) —a) — p(el(s) —a)ll, <

s€[0,1] |a[<ao ;| 7

for some ag > 0, where

() = g(¢i(): Cioa () Cimra (), €, ¢,

with C,._L(-),CEE)L_I(-), ... being i.i.d. with the same

distribution as () and independent of {¢;(-)}.
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Detection of a change in regression

, T
B.6) We let n = n(m) — co as m — oo. oo
to
change-point
B.7) Foralli€Z,j=1,...,d, with s, = v/n as above and analysis

n=n(m) — oo,

a)
limm(log M)+ 3701 suppeio1/n Irim(s,) — rim(sy — h)[|; =0

Detection of :

and change in

regression

b)
limm(log m)E >0y suppeio1/n 105 (eii(s0)) — ileij(sy — h))ll

Marie Hugkovd ( Charles University) Two contributions to change-point analysis Lancaster University 19 / 28



Detection of a change in regression

Two

Application contributions

to

Sectors: Boeing (BA), Bank of America (BAC), Microsoft (MSFT), Rl

analysis

AT&T (T), and Exxon Mobile (XOM)
market portfolio, the S&P 100 index itself

Marie

Huskova

The intra-day behavior of the process {r;(s) : s € [0;1];i € Z} is
defined at time s as the difference between the log-prices of the Detection of :
change in

stocks at time s and s + 15 min, is thus sampled every 15 minutes  |[REeEs
during any trading day /.

The process r;,(-) is defined analogously.

Historical training period January 29, 2001 and consists of 120
trading days ( the portfolio betas appear reasonably stable).

The monitoring horizon for the closed-end procedure was selected as
360 days, corresponding to T = 3. This covers the 9/11/2001
event.

Marie Hugkovd ( Charles University) Two contributions to change-point analysis Lancaster University 20 / 28



Detection of a change in regression

shows L, estimates of portfolio betas based on moving windows of
10 trading days for each company throughout the historical and
monitoring periods. The solid black vertical line marks the end of
the historical period (120 days), whereas the dashed black line
marks the last day, when the estimate is not influenced by the
observations from the monitoring period. The grey lines refer in the
same way to the 9/11 event.
The BAC and T estimates seem to be stable throughout the whole
period, whereas there is a small temporary influence of the 9/11
event on MSFT and a very big one on BA. Finally there seems to be
a shift in the portfolio beta of XOM right after the end of the
training period. We come back to these observations later on.

~

Q(k, m)/(c.25(0.05) g (k/m)), for the Ly (dashed line), Huber
(solid line) and L; (dotted line)
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Detection of a change in regression
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Figure: L, estimates of portfolio beta based on moving windows of 10
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Detection of a change in regression

contributions

BA + BAC + MSFT + T + XOM XOoMm to
o | s - change—p.olnt
- analysis
[
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N Detection of :
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Detection of a change in regression
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analysis
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o 4

0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

Figure: Boeing stock, normalized test statistics for L, (dashed line), Huber
(solid line) and L; (dotted line) monitoring procedures. 5 or 10 days
excluded from the monitoring after the 9/11.
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Detection of a change in regression

Retrospective analysis

Hist. period Just before 11/9 Including 11/9 After 11/9

Xom | 1-120 1-156 1-240 1-480 ‘ 121-480 |

L2 0 111 118 118 0

Huber 0 109 109 118 362

L1 32 109 109 118 362
Other indicies

Huber

BA 0 0 112 151 0

BAC 0 0 o] 0 0

MSFT 0 0 o] 343 343

T 67 67 67 0 0

L2

BA 0 0 0 0 [o]

BAC 0 0 o] 0 [o]

MSFT 0 0 0 343 343

T 41 41 0 0 0

XOM indicates that retroepctive test based

on historical data does not detect any change.

the change occurs quite close to the end of historical period
If 156 observations a changes indicated at 111st

Marie Hugkovd ( Charles University)
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Detection of a change in regression

OLS-based CUSUM test
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Detection of a change in regression
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Detection of a change in regression

L2

Huber

L1

contributions
to
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AR1 (0.1)

AR1 (0.4)

Density

T
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