CHANGE POINT PROBLEM

Introduction
In @ number applications one has to analyze data ob-
tained during a longer time period indicating that pos-
sible statistical models might change once or several
times during the observational period.
The problem is to decide whether the model is not
changing (null hypothesis) or whether the model changes
once or more times (alternative hypotheses). Eventu-
ally, the problem to divide the time ordered data intg_
segments in such a way that in easdgmenshows a i

Terminology

kind of stacionarity or homogenity or, in other words iinosa ao

. Normal distribution

the data in these segments can be described by relatiyes=usie:

ritical region

ly simple statistical models. Daring-crcbe
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Possible applications

() meteorology, climatology, hydrology or environ-
mental studies certain characterics (temperature, con-
tent of water impurity, water discharges) are record-
ed, except a random fluctuation they might indicate
some systematic changes or heterogenity. The ques-
tion: do human activities (urbanization and deforesta-
tion) cause some changes in the studied characteristics
(global warming)?
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Possible applications

() meteorology, climatology, hydrology or environ-
mental studies certain characterics (temperature, con-
tent of water impurity, water discharges) are record-
ed, except a random fluctuation they might indicate
some systematic changes or heterogenity. The gques-
tion: do human activities (urbanization and deforesta-
tion) cause some changes in the studied characteristics
(global warming)?

(i) Econometrics time seriedt typically reduces to
identification of structural breaks; e.g., to identify theize .

sion model

time point when the dependence of gross domestic prétics

Likelihood ratio

ucts on some explanatory variables has changed, bre kudb

s In financial time series (stock indices, share prices;ii.
Darling-Erdbs

foreign exchange rates). it s



(i) Statistical quality control in industrgome quan-
titative or qualitative characteristics of products might
changed; the problem is to identify time of the change
or, in other words, to find proper segment(s). Often
early detection of a change is desired.

(iv) Similar type of data (or time series) can found in
biology, medicine, etc.e.g. reaction on medical treat-
ment
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MODELS
(1) Change in distribution

Observationd7, ..., Y, obtained in time ordered points

t1 < --- <ty are independentY; has the distribution
F;, +=1,...n and the testing problem:

Hy: Fi=...=F,, (.1)
Hy : there existsn < n such that (.2)
Fi=...=F,#Fp1=...= F,.

m unknown parameter; for, known it reduces to two-
sample problem.
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(2) Change in location
Observationd?, ..., Y, obtained in time ordered points

1 <--

Yi=pu+ol{i>m}+e,i=1,...,n,

wherel < m < n, u,0 # 0 are unknown parameters,
I{A} denotes the indicator of a sdt the distribution

of the error termg;’s satisfies:

(Al eq,..

., en are 1.1.d. random variables witBe; = 0,

0 < vare; = o2 andEle:|Y < oo with somer > 2.
1 1

(-:3)
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(2) Change in location
Observationd?, ..., Y, obtained in time ordered points

t1 < - <ty
Yi=p+ol{i>m}+e,i=1,...,n, (.3)
wherel < m < n, u,0 # 0 are unknown parameters,

I{A} denotes the indicator of a sdt the distribution
of the error termg;’s satisfies:

(Al)eq, ..., e, arelld. random variables withe; = 0,
0 < vare; = o2 andEle;|V < oo with somer > 2.

Introduction

The testing problem S
. Terminology
Hy:m=mn aganst Hi:m <n. ((4) e
Test statistics
and estimation ofn. Variants: some the parameters ;i

Darling-Erdbs
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(3) Change in linear regression

Observationd?, ..., Y, obtained in time ordered points

Ho< - <y
Y. — T : T _
i=x; B+ I{t >m}x; d + e,

el,...,en arelld. satisfying (A.1)
xi,...,T, ... regression constants, design points
The testing problem

Hy:m=n against H;:m <n.
and estimation ofn.
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(4) Change In regression
Observations, . . ., Y}, obtained in time ordered points

bo< e <ty
Y; =1ty x,05) + 04(t;, i, 05)e;
mj—1<i§mj7 j:17"°7q7

0 =myg < mp < --- < myg =n unknown parameters
(usually called change points)
0;, 7 =1,...,qg unknown parameters

:151, : = 1,...,n known regression constants

r;(.) regression functions woducion

o;(.) variance functions igr?h.dg;“d'

e, ..., e, random errors Normal st uon
Typical testing problem: continuity of regression fyngze s

Darling-Erdbs
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Terminology and methods
m IS calledchange point




Terminology and methods
m IS calledchange point

change point problem
disorder problem
structural breaks
switching regime, etc.
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Terminology and methods
m IS calledchange point

change point problem
disorder problem
structural breaks
switching regime, etc.

Many variants and generalizations: dependent obser-

vations, change in variance,....
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Terminology and methods
m IS calledchange point

change point problem
disorder problem
structural breaks
switching regime, etc.

Many variants and generalizations: dependent obser-

vations, change in variance,....

Possible approache® construction of test statistics
and estimators

parametric & nonparametric

Bayesian & nonBayesian& pseudoBayesian (onls
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Parametric & nonparametric

(1) likelihood ratio test and its modifications

(1) robust (M -tests)

(i) nonparametric (rank statistics, empirical distribu-
tion functions,U-statistics
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Parametric & nonparametric
(1) likelihood ratio test and its modifications
(1) robust (M -tests)

(i) nonparametric (rank statistics, empirical distribu-

tion functions,U-statistics

Bayesian & nonBayesian

choice of prior is a problem

Inference made on posterior distribution
sometimes onlyn assumed to be random-
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Likelihood ratio principle

Assume that7, ... ,Y,, are independent r.v.'s

Y; has densityf(z;0;), i =1,...,n
Hy:0,=...=0,
H:0,=...=0,#0,.1=...=0,
m, 01, ...,0,-parameters

0, c ©

likelihood ratio 3€NSity undex,

density undex,

the unknown parameters are replaced by maxlikelihood

estimators under respective assumptions
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Normal distribution case
We concentrate on the change in location, assuming
thatYi, ..., Y, have normal distribution withknown
variance o2,

max A
1<k<n 1
/ RS
Ay, = ma (2 IR o) p— Y: — u)?
k.n ,u,5X To”) xXpq 952 ;( i — )}

1 n :_ntrod.uctionOI |
2 eqrossion mode
>< exp{_ﬁ Z (}/jl o IU’ T 5) }) 'Frzgrgminology . -
7 ikt e

Test statistics
Critical region

n
Nen/2 o 1 )T e
X (max ((27‘(‘0‘ ) exp{ 5.2 g (Y; — ) })) Reforences

H a—1



After some calculation we get

To1(p) = 21 ( A )
1 (1) 08 1?]35?1( k.n

l<k<n

T (1) = mae \/k(n”_ ,@é)im—m
1=1

whereY,, = (31, Y;)/n.




After some calculation we get

T (n) = 21 ( A )
w1 (i) = 2log 1r§n]3§n( kn

T (1) = mae ﬁ(n”_ k>§|im—m
1=1

l<k<n

whereY,, = (31, Y;)/n.
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Modifications:

|Z [ (n+1)t Y Y /\/—’
Tho(p, B) = sup

S T w e WO

B e <O 1/2), |a| denotes the integer part af often
B =
. ‘Z n+1tJy_?n)/\/ﬁ|d i
,Y) = t, (.

ng(lu/ fy> O (t(l o t>)70_ ( ) Introduction
v < 3/2777- Bayesian like procedure Egmlzyr‘;'dl
all test statistics are functionals of Uicehood ratio

k Chical egion

Limit theorems

> (Y;=Yyn), k=1....n Bl



case ofr2 unknown normally distributed random vari-
ables

oik/n+09%(n — k)/n
Tnl,a(,“) anog( max Ok / 9k ( )/ )

l<k<n 5%
(.8)
where

k n
X5 -0
Yi=0 Y)/k, Yr=() Y)/(n—Fk)

i=1 i=k+1

k ! n o ey

~ 1 -— o~ —0 Regression model
0'2 _ — (Y—Yk>2 0'02 p— (Y_Yk>2 Terminology
k L 2 : v Y k _ Lk 2 : v Likelihood ratio
. n . Normal distribution
1= 1 1= ]‘C —+ 1 Test statistics
Critical region
Limit theorems
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test statistic for change in mean and/or variance, n
mally distributed random variables
(5)" (o7)

Tm(u,a):?log( nax )" ) (:9)




Some particular cases:
change in mean (location), o, ¢ knownyn unknown,
normally distributed observations

max % Z (Y; —p—0/2) (.10)

l<k<n o
M i—k+1
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Critical regions

Large values of the test statisti¢, 1 (7}, 2(3)....) indi-

cateH, does not hold;
Critical region corresp.to level:

whered,(«) is determined in a way that the test has

level «,, only approximations available
asymptotic distribution and resampling methods.
Both possibilities will be discussed.

Behavior under alternatives

We focus oril;, (1), T.2(1, B), T 3, B)

Introduction
Location model
Regression model
Terminology
Likelihood ratio
Normal distribution
Test statistics
Critical region
Limit theorems
Darling-Erdbs
References



Test statistics for change in location

n 1 ;i :
() = moxe 3 [t > iV
(n+1)t =
. ‘Z” JY—Yn)/\/ﬁ|
,3) = su )
nA V<ie] (1 —t))Po
(n+1)t
\z Y]
Th3(p / t(l1—t)) o oS e
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Large values of the test statistics indicate tAgtis not
true. Critical regions with levek are of the form:

T () > tn,1<a)
Tholp, B) >ty 2( )

Tn3(:u7 ) > 1 S(CO
Problem: approximations faf, 1 («), t,, 2(a), t,, 3()
Possibilities:
(1) limit distribution underH,,

(”)resampllng Introduction
(1) Bonferroni inequality ¢ small) Location model
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(i) Bonferroni inequality(n small)

(Hy, Hi1),k = 1,...,n — 1, Hy;- change aftetkth
observationH| = U Hy;

(H,, Hy}.) Is atwo-sample problem, test statistics knpwn
For (H,, Hy) the null hypothesis is rejected if rejected
for at least one of the problenti&l,, Hy;.),

if the test for(H,, Hy;) has levela,., k = 1, ... then

for (H,, Hy) the test has levet 31~ ay.
Bonferroni: A4, ..., A,, — events on the same proba-
bility space
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Limit behavior underd,

We assume location model with= 4 and withH,, (all
holds true even for > 2). Normality is not needed.
Notice that the processes

| (n+1) tJ )
vn 1 Z t S <07 1)7
convergein dlstrlbutlon to a Wiener procds® (), t €

(0,1)}
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Limit behavior underd,

We assume location model with= 4 and withH,, (all
holds true even for > 2). Normality is not needed.
Notice that the processes

[ (n+1) tJ )
Vi Z te(0,1),
convergein dlstrlbutlon to a Wiener procds® (), t €
(0,1)}
and the processes moducion
[(n+1)t] — Tormnoogy
1 (}/:[, — Yn) Likelihooq ra.\tio.
Vnoalt) = —= . te(0,1), s
vn ; o ccarsgen
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converge in distribution to the Brownian bridg&(¢), ¢




Theorem XDarling, Erdbs , 1953) UndeF{, for all ¢
lim Pp, (a(log n) Thi1(p) < t+b1(log n)) — exp{—2e "'},

n—aoo
(.11)
where
a(t) = +/2logt, logt >0, (.12)
1 1
bi(t) =2logt + iloglogt — §1og(7r), logt > 0.

(.13)
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Theorem AJnderH, for all x

. B(t
Jim Pr(Toaln, 8) < 2) = P s <‘1 d g) <
(.14)
and
Tim Py, (Tusl,7) < ) (.15)

-7 /0<t<1 <t<‘1B —(tigw‘“ <a)

wheres € (0,1/2), v < 3/2777,{B(t);t € (0,1)} isa
Brownian bridge.

)
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