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Introduction

INTRODUCTION St

Procedures for detection of structural breaks—

procedures on stability of statistical models, disorders,
segmented regression, switching regression, change point Introduction
problem, etc.

Retrospective procedures:
all observations available at the beginning of data analysis

Sequential procedures:
observations are arriving sequentially, decisions made after each
new observation.

Applications — meteorology, climatology, hydrology or
environmental studies, econometric time series, statistical
quality control, application in medical care, etc.

Testing and estimation, theoretical and computational problems.
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annual water discharges versus annual total amount of breaks
precipitation
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|. Retrospective procedures

. RETROSPECTIVE PROCEDURES:

Observations Y1, ..., Y, obtained at the ordered time points

tp < --- < t, such that
Yi,..., Y- — model |
Yir,..., Yo —- model Il

k* — change point — unknown

The problem: to detect (to test Hy: no change & Hi: there is a
change), to identify k* ( to estimate k*) and to estimate the

model before and after the change.

e Many variants — multiple changes, abrupt changes, gradual
changes, changes in various parameters, changes in
distributions, independent and dependent observations.

e Construction of tests and estimators — various approaches as

in most of the statistical problems.
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I.1. Location models

Structural

Detection changes in location models breaks

Marie

Location model Hugkov4

X = ik + €k 1< k<n,
e u1,..., 1, — means of the respective observations

e c1,..., ¢, random error terms with zero means with additional  [FEREE—E_GS
properties. models

Testing problem

Ho: pwe=p 1<k<n

versus

Ha: thereis1 < k* < nsuchthat uy = po = ... = pj # pkr41 = -

Estimator of the change point k*

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 11 /89




I.1. Location models

Typically test procedures based on functionals of properly
standardized cumulative sums (CUSUM) used, e.g., Hp is

rejected for large

T, = max \Z (X; — Xn)|/(no?)/?

1<k<n

n 1
o = L
=m0 o

11
Tm2(e) = max {——

en<k<(l—&)n

=(1/n) Zlgign X

» — an estimator of the scale o

Marie Hukova (Charles University, Prague)
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I.1. Location models

The large values indicate that the null hypothesis is not true. !

Marie

Huskova

e Approximation for critical values:

(i) based on limit distribution,

(i) bootstrap based— with replacement or without replacement,
modified block bootstrap (adjusted to a possible change) I.1. Location

models

e Under Hp and certain assumptions, as n — occ:

T, = sup {|B(t)[}
1<t<1

{B(t),0 < t < 1} — Brownian bridge

e Problem to find o2 — a Bartlett type estimator adjusted to a
possible change —not always reasonable results.
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1.2. Regression model

1.2. REGRESSION MODEL e

Marie
Hugkova

Yi,..., Y, are observed at time points t; < - -+ < t,:

Y; =x!B+ei, i=1... k*
=x/B+x6+e, i=k"+1...,n,
e1, ..., e, — innovations, usually zero mean, nonzero variance

o2 and finite E|e;|>*4 with some A > 0 plus restrictions on model
dependency

1.2. Regressio

3,6 # 0 — parameters
k* .... change point

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 18 / 89



1.2. Regression model

Structural
breaks

X1, ...,X, — p-dim. design points (random or nonrandom):

Marie

Hugkova
: i1k T o k
nontrending regression: - > ", x;x; ~ 7C, k<n

trending regression: x; = h(i/n),i =1,..., n, h smooth
nonconstant vector function

1.2. Regressio

Main problems: model
(VHo: k*=n & Hi: k*<n

(i) estimators of change points and model

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 19 / 89



1.2. Regression model

Test statistics Structural
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B 5 20re-l/n 20
To= max {(B-BOTE (B By) |
e 3, —LSE of Bbasedon Yi,..., Y

e 3, —LSE of Bbased on Vi1, ..., Yo

o1, . . .5 =0
e X, is an estimator of the variance matrix of 3, — 3,

1.2. Regressio

model

Equivalently

1

T.= max {sTc—lc c9)-ls 7}

n p<ken—p k ~k ”( k) kU% )
k ~

Sk = Zi:l X;€;, k = ]., ey Ny

e =Yi—x!B, i=1,...,n—-residuals

Cr=>r xx, C¥=cC,-C,
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1.2. Regression model

Test statistics Structural

breaks

Marie

- R B 0 TA—l N - 0 Huskova
To= max {(B-BOTE (B By) |

e 3, —LSE of Bbasedon Yi,..., Y

e 3, —LSE of Bbased on Vi1, ..., Yo

o1, . . .5 =0
e X, is an estimator of the variance matrix of 3, — 3,

1.2. Regressio

model

Equivalently

1
_ Te—1 0y—1
To= max {sk C;1CA(CY) Ska—%},
Sk = Zf:l X,'/é,', k = 1, ey Ny

e =Yi—x!B, i=1,...,n—-residuals
Cr=>r xx, C¥=cC,-C,

o2 -suitable standardization

Marie Huskova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe




1.2. Regression model

Structural

Critical regions breaks
Tn > c,,(a) Marie

Hugkova

cn(a) — critical value

a — level

Approximation of the critical values:
(i) limit distribution of T,, under Hy;

1.2. Regressio

(i) resampling methods (bootstrap) model

Estimator k* of the change point k* defined as such k* it
maximizes w.r.t. k

{(Be=BOTES (Be - Bo)}

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 21 /89
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Raztoka river data breake
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1.2. Regression model

Structural
breaks
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1.2. Regression model

Structural

rainfall-runoffs relations — Raztoka s

Marie

Data small river Mala Raztoka in 1954 — 1989 (36 years) Huskov
(xi,Y:),i=1,...,36

x; — annual total amount of precipitation

Y; — annual water discharges

Question: was there a change in dependence of annual water
discharges on annual total amount of precipitation model

1.2. Regressio

EK = /61+/62Xi7 i:]-a"'7m*
EY; ,31+,32X,'—|-(51+52X,', i:m*—i—l,...,n

(51, B2), (61, 82), k* — parameters

nontrending regression

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 24 / 89




1.2. Regression model

Structural

Conclusion: there was a change bieelte

Marie
Huskova

estimator of the change point — 26 years
estimator before the change : -193.6 0.8
estimator after the change: -33.1  0.82

Figure; T, = maxock<n—1 Zk, T;? = MaXo<k<n—1 Z;?

1.2. Regressio
model

ZP— partial sum of standardized residuals

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 25/ 89



1.2. Regression model

Structural
breaks
08T “i Marie
E Huskova
8
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E
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g4 = 0 19 1.2. Regressio
Mald Réztoka: Data and model. model
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8t st
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1.3. Asymptotic Intermezzo

1.3. ASYMPTOTIC INTERMEZZO

Test statistics:

Th= max {(Bk - Ei)T}E;l (Bk - Bi)}

p<k<n—p
To(e) =  max {}, 0<e<1/2
en<k<(l—e)n

nontrending and trending regression:

lim P(a(log n)(T,)Y? < t + by(log n))

n—oo

= exp{—2exp{—t}}, t € R,

a(y) = (2logy)*/?,

bp(y) = 2logy + 5 loglogy — log(2I'(p/2)),y > 1,

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe
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1.3. Asymptotic Intermezzo

Structural

nontrending regression breaks

Marie
Huskova

{ . Biz(t)}

Ta(e) _d sup 1= 1)

e<t<l—e¢

{Bj(t);t € (0,1)}, j =1, ..., p, — independent Brownian bridges

trending regression x; = h(i/n)

To(e) =9 sup ST(t)C(t)C1(1)CO(t)S(t)

1.3.
e<t<l—e Asymptotic
Intermezzo

t 1
S(t):/o h(x)dB(x)—C(t)C_l(l)/O h(x)dB(x), t € [0,1]

with {B(x), x € [0, 1]} being a Brownian bridge,
C(t) =limp—oo %C\_”fj

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 29 / 89
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|.4. Remarks and applications

|.4. REMARKS Structural

breaks

Marie

Huskova

e Other type procedures - sum type procedures—Bayesian ones,
L,- procedures (L;-estimators and L;- residuals), M—
procedures

e Suitable bootstrap provides good approximations for critical
values.

e Other models — time series models, nonlinear models,
nonparametric regression models,...

e Problem of standardization — problem of choice of o2 — 14. Remarks

Bartlett type estimator adjusted to a possible change applications

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 31/89
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1.5. Applications and simulations
1.5. Application 1
Daily return of PX50in 5.1.1995 - 27.11. 2001.

px50 daily returns, 5.1. 1995—27.11. 2001

—0.02 I

—0.04 H

—0.0¢ H

[e] 200 400 600 soo ! 1000 1200 1400 1600

Test for a change in autoregression
Read line — estimated change point (1.9. 1998)

Green line — estimated change point in volatility based on 8.11.
1994 - 24.5. 1999
Black line — estimated change point in volatility based on

_ 2 A oLe}2:
Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe
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1.5. Applications and simulations

Structural
PX50, 5.1. 1995-27.11. 2001, change in autoregression breaks

25
Marie

Huskova

n n n n n

o 200 400 600 800 1000 1200 1400 1600

o n n n

Tests statistics for a change in autoregression:
Above: classical test statistic with estimated o L.5.

Applications

and

Next page: ratio type tests statistics, left v = 0.1, right v = 0.2 simulations
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1.5. Applications and simulations

0 500 1000 0 500 1000 1500
PX50 daily returns, 1.2.1995 — 27.9.2001

8 g

s

=

3

5

&

8

s

s

8 |

s

g |

s

T

®

S 4

? T T T T

0 500 1000 1500

Marie Huskova (Charles University, Prague)

Structural breaks

October 18, 2011 Karlsruhe

Structural
breaks

1.5,
Applications
and
simulations

35/ 89



1.5. Applications and simulations

Simulation and Application 2

Monthly air traffic data

50000 60000
L L

40000
L

T T
19% 1998

Marie Hukova (Charles University, Prague)

T
2000

1 1
2002 2004

Structural breaks

T
2006

T
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1.5. Applications and simulations

SimU|ati0n Structural

breaks

Marie

Huskova

_ 6/ 3 2rj. 3 . 2« 9 2r 1 . 2w
Y/ = 4+7+§COS(E)+§S|n E)+170COS(H+§S”](H

j=1,...,200
e;j —either AR(1) or MA(1), normal distr.

Change point k* = 100 either in the intercept or in one harmonic
regressor

1000 repetitions

critical value obtained through circular block bootstrap

Hf\l) change in intercept, AR (1) or MA(1) Aonlications
Hﬁ\l) change in one regressor, AR (1) or MA(1) oulations
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1.5. Applications and simulations

Figure 3:  Size-power curves for H{’ (upper half) and H (lower half) for the asymptotic

modification (first and third line) and the the circular bootstrap (second and fourth line) with

AR(1) innovations (left) and MA(1) innovations (right).

17
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1.5. Applications and simulations

Structural

Data breaks
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Monthly air traffic data

model through the root of data, n = 159

q
Vi = Bo+ Buj/n+ > (85 cos(@mwani/n) + B sin(2mwani/n)) + ¢
/=1

g =4, w; =2/160, w3 = 13/160, w3 = 40/160, w; = 80/160

wy —annual cycle

w3 — quarterly cycle

1.5,

w4 —two months cycle Applictions

~ simulations

k* =69

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 43 / 89
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Figure 6:  Square root, transformation of the monthly air carrier traffic data (upper panel) and its
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Figure 7:  The fitted model based on the proposed data segmentation procedure (upper panel) and
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Il. Sequential procedures

Il. SEQUENTIAL PROCEDURES e

Marie
Huskova

¢ Sequential setup — data arrives sequentially and after each
new observation a decision is made (either “data indicate a
break” or "data do not indicate a break”). We want to reveal a
change as soon as possible, however to avoid a false alarm.

¢ Historical (training) data of size m without any instability (no
change) are assumed.

¢ Monitoring schemes to detect an instability in parameters in
regression model and autoregressive sequence.

e Chu et al (1996), Leisch et al. (2000, 2005).

Il. Sequential
procedures
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Il. Sequential procedures

Structural
breaks

e Such problems occurs:

Marie
Huskova

statistical quality control

medicine ( e.g., monitoring of patients in intensive medical care,
monitoring elderly people at home)

detection of instability in financial and econometric time series
(e.g. an instability in the CAPM models).

Il. Sequential
procedures
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11.1. Regression models

I.1. REGRESSION MODELS vt
Marie
Yi=X/B8+e, 1<i<oo (1)
e, e, ... — (i.i.d.) random errors
X1, Xa, ... — p-dimensional design points
B1, B2, ... — parameters

“noncontamination” assumption: Y1, ..., Y, — historical data with
By =...=Bm =By (Bg —unknown)

Testing problem

Ho : B; = By, foralli > m

Hap @ thereis k* > 1 B;,=08y, i=m+1,... , m+k*

Bi=8% izk+1, B #8°
B3° # By, k* — unknown

Marie Hukova (Charles University, Prague) Structural breaks October 18, 2011 Karlsruhe 50 /



11.2. Test procedures

- Structural
Outline s

@ I1.2. Test procedures

Marie Hukova (Charles University, Prague) Structural breaks 2011 Karlsruhe



11.2. Test procedures

Structural

Stopping rule: breaks

Marie

Hugkova

(m, N) = inf{l <k < N: |Q(m, k)| > cq(k/m)}
T ooif |Q(m, k)| < ey/mg(k/m) forall k=1,2,..., N

Q(m, k) — statistics (detectors) based on
(Xi,Y;),i=1,...,m+k,

q(t), t € (0,1) — (stopping) boundary function
¢ — tuning constant

N = N(m) — coas m — oo

the null hypothesis rejected and observation is stopped if
|Q(m, k)| > cq(k/m),
otherwise observations continue
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11.2. Test procedures

Structural

Requested: breake
Marie

(i) under Hp: Huskovs
lim Pyy[r(m, N) < o] = « (2)

(i) under Hpa:
lim Pp,[r(m, N) < oo] =1, (3)
m—0o0
a € (0,1) — level of the test (« close to 0)

a =1/2, N < co— then (2) can be interpreted as request N is
median of 7(m, N)

Classical sequential analysis works in terms of expectation of
T(m, N).
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11.2. Test procedures

The major problem — the choice of detectors and the boundary Suctral
functions Marie

Huskova

Choice of ¢ = ¢;y(a):

Py (1Q(m, k)| > cq(k/m)) ~ «

Classes of detectors:
(I) detectors based on partial sums of residuals (CUSUM)

(I) detectors based on quadratic forms of partial sums of
weighted residuals (differences of estimators)

(1) detectors based on partial sums of predictors

(IV) detectors based on partial sums of recursive residuals
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11.2. Test procedures

Structural

Class of boundary functions q: breaks

B.1) q(t) =qy(t) = (1+1t)(t/(t+1))7, t € (0,00) where
~v€[0,1/2).

~ — a tuning parameter,
v = 0 — for expected late changes

~ close to 1/2 — for expected early changes
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11.2. Test procedures

Structural

Description of test procedures breaks

Marie

Hugkova

Procedure (I) CUSUM (cumulative sums) test procedure based
on partial sums L,-residuals
/e\l' = % - XI'T//B\mu (4)

ﬁ,, is the LSE of 3 based on the first n observations
Detectors

1 m—+k
QmK)==— 3 @& ©)
m_ m—+1

2 — suitable standardization based on Yi,..., Y, ini.i.d. case

52 = o D (6)
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11.2. Test procedures

Structural

By theoretical results below ¢ = ¢;(«a, ) is a solution of: broaks
Marie
W t Huskova
P sup | ()‘Zc = q, (7)
o<t<1  t7

{W(t), 0 <t <1} —Wiener process.

The related stopping rule 7;(m, y) has the level a
while the consistency holds under additional assumptions,

this can behave a quite poorly
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11.2. Test procedures

Structural

Procedure (Il) detectors based on weighted partial sums: breaks
1 m+k T m+k H[Qh‘ l‘,lf 4
- 3 -1 3
Qu(m. k)= =5 ( ._zilx,e,) o ._zilx,e,) ®)

where &; and 52, defined above, respectively, and
k
Ce=> XX[, k=12,....
i=1

equivalent expression:

1/~ NT 1
=5 (ﬁm,m+k - ﬁm) (Cm+k - Cm) c:m
Um

(Cerk - Cm) (Bm,m+k - Bm)a

Qll(ma k) =

B mx is the LSE of 3 based on Yimi1, ..., Ymik
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11.2. Test procedures

Structural

By Theorem 1 below the constant ¢ = ¢j(«, ) is a solution of e
the equation: Marie

Huskova

P W2(t
0<t<1 <Y

=, (9)
{W(t),0<t<1},j=1,...,p,—independent Wiener
processes.

The related stopping rule 7;(m, ) has both desired properties
(2) and (3).
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11.2. Test procedures

Structural

Procedure (lll) detectors based on combination of prediction breake
approach of Clark and McFadden (2005) and ideas applied in Marie

Huskova

Procedure |.
The detectors:

k ~
Qui(m k) = e (St = Vs = 1 - (Y= V),

i=1 i=p+1

where Y is a prediction of the ith observation based on/ — 1
previous observations, i.e.,

Yi=X[Bi ., i=p+1,... (11)
and 72, is the estimator of 2 defined by

o L0t (1 - R) 2
i=p+1 i=p+1
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11.2. Test procedures

Structural

By Theorem 1 below the constant ¢ = ¢j;(«a, 7) is a solution of e
the equation (7) w.r.t. c. Marie

Huskova

Under the considered assumptions the related stopping rule
7(m) = 111(m, v) has both desired properties (2) and (3).

The explicit expressions for the probabilities on the I.h.s. of (7)
and (9) are known only for v = 0, otherwise their approximations
can be obtained through simulations.
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11.2. Test procedures

Structural

Limit properties breaks
Marie

Assumptions (regression): Hugkovs
Assumptions on {e;, 1 < i < oo} and {X/, 1< i < oo}:

\.1a) {e}2°, i.i.d. withEe; =0, 0 < Vare; = 02 < o0 and
Elei|” < oo for some v > 2,

\.1b) {e}%2, i.i.d. with Ee; =0, 0 < n = var(e?) < oo and
E le1]* < oo for some A > 4.

A.2) {X]}%2, — strictly stationary sequence of p-dimensional
vectors X,-T = (1, X2j, ..., Xpi), Which is independent of
{ei,1 < i< o0},

A.3) there exist a positive definite matrix C and a constant 7 > 0
such that

=0(n"T"), as.

1 n
n;x,x,T—c
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11.2. Test procedures

Ass. (A.2) and (A.3) satisfied, e.g., for autoregressive sequences [

breaks

{Xjiti, j=2,...,p, with finite moments of order higher than 2. Marie

Huskova

Theorem 1. Let Y1, Y, ..., follow the model (1) and the
assumptions (A.1), (A.3) and (B.1) be satisfied. Then under Hy

. Qm R -\ pf o O]
e <1SEEOO g, (k/m) = >‘P <o;21 oS ) (19
) -

k W2(t
lim P| sup Q,,(m <x|= P< sup %() < X>
m—oo \1<keoo G2(k/m) ~ 0<t<1 t=7

and

m—00 1<k<oo qv(k/m) o<t<1 t7

(15)
for all x, where {W;(t); 0 <t <1}, i=1,...,p are independent
Wiener processes.
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11.2. Test procedures

Theorem 2. Y1, Yo, ..., follow the model (1). Let the Suctural
assumptions (A.2), (A.3) and (B.1) be satisfied. Under H, with Marie
Huskova
lim méld, = oo (16)

then, as m — oo
Qu(m, k) p
2k imy
1<k<oo q'y(k/m)

if, moreover, (A.1b) is satisfied then

sup Q///(m,k)g
1<k<oo qv(k/m)
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11.3. Remarks

Structural

11.3. Remarks and modifications ezl

Marie

Huskova

e Theorem 1 provides approximations for the critical values (or
the tuning parameters) c for the described procedures.

e The explicit form for the distributions of supg<,<{|Wi(t)|t™7}
and supg<,<1{>.~_; W2(t)t=27} known only for = 0, otherwise
simulations of Wiener processes. Tables of some simulated
critical values can be found, e.g. in Horvath et al. (2004) and
Koubkova (2004) for p = 1 and in Huskova and Koubkova (2005)
for p = 2.

e Theorems 1 and 2 imply that under respective assumptions the
procedures described in Section 2 have the desired properties
(2) and (3).
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Structural

e The assumption (A.1a) in the assertion (13) in Theorem 1 can broaks
be relaxed. The assertion remains true if the assumption (A.1a) Marie

Huskova

is replaced by the assumptions: there exist constants £ < 1/2
and o¢ > 0 and for each m there exist independent Wiener
processes { Wy, ;(t), t € [0,00)}, j = 1,2 such that

m-+k
k¢ :— oo Wi 1(k)| = 1 1
192 |i—;—1e ooWmi(k)| = Op(1), (m—o0) (19)

m > e — 0gWina(m)| = Op(1), (m— o). (20)
i=1

and
m-+k
sup k75| ) Xiei| = Op(1). (21)
1<k<oo i=m+1

Similarly, the assertion on Procedure Ill in Theorem 1 remains
true the assumption (A.1.b) under weaker assumptions.
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11.3. Remarks

« Moving sums procedures based on 715G (1), k=1,..., Era

with a suitably prechosen G (MOSUM type procedures) instead Marie

Huskova

partial sums of the form S-71% (), k =1,... (Leisch et al.
(2000), Horvath, Kiihn, Steinebach (2007)).

e The presented procedures can be viewed as L, procedures.
The results can be extended to

e[ procedures (Koubkova (2006),
e procedures generated by some loss function p,
e Rao score type tests.

e Bootstrap approximation for critical values proposed by Kirch
(2008) and Huskova and Kirch (2009). Simulations have good
performance.
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Structural

¢ Fluctuation tests can be developed along the line of Section breake
2. The tests for the alternatives: Marie

Hugkova

B; =P+ mtg(i/m), i=1,...,

w € (0,1/2) and g is a function with finite variation, such that
g(t) #0, te[0,1]and such thatforeachd # 0

0< /oo(dTg(t))Zdt < 0.
1

For details see , e.g., Leisch [2000].
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e The main steps of the proofs rely on the asymptotic !
representations. Marie

Hugkova

Procedure |I:

m+k m+k
Y E= > (ei—en)+ Ri(mk).
i=m+1 i=m+1
Procedure Il:
m—+k m+k m
Z X,'E,' = Z Xief — (Cm+k — Cm)C;1 ZXjej + R”(m, k).
i=m+1 i=m+1 j=1
Procedure llI:
m-+k m+k
Z(Y;—Yi)zz Z €; ——Ze —l—R,,,(m k)
i=m+1 i=m+1

Here R;/(m, k), Ry(m, k) and Ry;(m, k) are reminder terms that
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Structural

¢ Limit properties of the stopping rules under alternatives If breake
k*~m°’ 1>p3>0-small Marie

Hugkova

(m) — k* = op(m(lf2v)/(2f2v)), (m — o)

and for k* small, 6,, — amount of change in location model

Tm — dm

d
N(0,1
bm - (07 )

o — <cm1/2_7 ) 1/(1—7)

[0m|
o 1/2
by =7—F7——a
(10ml(1=7)""

number of papers: Aue, Horvath, Steinebach, Reimherr,
Koubkova, Praskova
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1.4, Simulations and application

Structural

Il.4. Simulation study bieelte

Marie

Huskova

Yi = Bo,i + Xifr,i + €
e;—N(0,1), X;—N(0,1)
m = 100,500,1000,2000,  ~ = 0, 0.25, 0.49
change in intercept, k* =1, 5

S 100 500 1000 2000
3m 1% (S) 0.9487  0.6344 05335  0.4486
12m~/25(M1) | 1.9019  0.9991 07571  0.5738
7Tm=1/3 (M2) 15081  0.8819 07000  0.5556
6m—1/43(L) 2.0560  1.4141  1.2036  1.0244
10m~1/4 (XL) 31623  2.1147  1.7783  1.4953

Table: Size of change depending on the training period
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Structural
breaks
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m=10000

Small change
Left: k* =1, right: k* = 5; upper: v = 0.25, lower: v = 0.49
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breaks

k* =1.
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1.4, Simulations and application

Structural
breaks

v 100 500 1000 2000 |NSOI
0] Min 13.00 62.0 105.0 172.0

Med 38.00 113.0 184.0 302.0
Mean  39.36 115.9 187.4 306.1
Max  121.00  247.0 350.0 514.0
025 Min 1.00 13.00 16.00 53.0
Med 22.00 61.00 94.00 147.0
Mean  23.84 63.42 97.88 151.8
Max 87.00 17400  249.00  347.0
049 Min 1.00 1.00 1.00 1.00
Med 13.00 26.00 37.00 51.00
Mean  14.85 30.03 41.25 57.73
Max 88.00  153.00  197.00  261.00

Table: Values of stopping times, small change in the intercept,
Xi ~ N(0,1), & ~ N(0,1), k* =1
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Structural
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v 100 500 1000 2000 |00
0] Min 16.00 65.0 105.0 168.0

Med 43.00 118.0 189.0 307.0
Mean  44.86 120.6 192.2 310.6
Max 11600  247.0 355.0 522.0
025 Min. 1.00 15.00 25.0 58.0
Med 29.00 67.00 101.0 153.0
Mean  30.28 69.44 103.7 157.5
Max 96.00  180.00  250.0 349.0
049 Min 1.00 1.00 1.00 1.00
Med 21.00 36.00 46.00 62.00
Mean  23.45 38.56 50.03 66.11
Max 96.00  151.00  190.00  304.00

Table: Values of stopping times, small change in the intercept,
X,' ~ N(O, 1), e ~ N(O, 1)7 k*=5
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Application breaks
Daily returns PX 5.1.1995 - 27.9.2001

PX50 daily returns, 1.2.1995 - 27.9.2001

0.00 0.02 0.04 0.06

-0.04

-0.08

0 500 1000 1500
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Structural

Monitoring statistic value, m=200, gamma=0, k*=434 breaks

0.0 0.2 04 0.6 0.8 1.0

T T T T T T T
0 200 400 600 800 1000 1200

Monitoring statistic value, m=300, gamma=0, k*=436

.0 0.2 04 06 08 1.0
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1.4, Simulations and application

Structural
px50 daily returns, 5.1.1995 — 27.9.2001, out=200, m=200, gammax=0, k*=434 [hicEls
Marie
Huskova
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px50 daily returns, 5.1.1995 - 27.9.2001, out=100, m=300, gamma=0, k*=436
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