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Introduction

Motivation and the main goal...

Nathan et al.(2021)
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Introduction

Outline

o Underlying stochastic model
Nonlinear conditional expectile regression (risk modeling)

o Statistical changepoint test
Real-time changepoint detection procedure (online regime)

o Theoretical properties
Asymptotic guarantees of the estimation and detection (validity)

o Empirical performance
Real data illustrations and simulation results (utilization)
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Theoretical motivation

Theoretical pivots

o Relatively flexible but (still) fully parametric model
↪→ nonlinear regression frsmework, irregularities with respect to parameter changes

o Robust and complex (distributional) estimation
↪→ conditional expectile estimation with additional complexity of the model

o Theoretical justification and statistical consistency
↪→ stochastically valid decisions based on a consistent statistical test

o Online regime for (some) structural break detection
↪→ online detection of various model instabilities in terms of parameter changes

o Data-driven algorithm (no nuisance parameters)
↪→ simple computational approach, free of the specific analytical model form
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Theoretical motivation

Starting with a simple location model ...

o a sparse location model proposed by Harchaoui and Lévy-Leduc (2010)

Yi = µi + εi , for i = 1, . . . ,N ;

(Yao and Au (1989); Mammen and Van De Geer (1997); Massart (2004), Boysen (2009);
Frick et al. (2014); Fryzlewicz (2014); Lin et al. (2017); Ciuperca and M. (2020), and others;)

o a general model extension into a nonlinear regression model

Yi = f (Xi ,βi) + εi , βi ∈ Rp, i = 1, . . . ,N ;

for f : Rq×p → R with an analytic formula that depends on some
unknown parameter β ∈ Rp (Ciuperca, M., and Pešta, 2024)
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Practical motivation

Covid-19 cases in Prague, Czech Republic
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o Covid-19 positive cases in Prague, Czech Republic
o Period from the first positive case (March 1, 2020) until end of May 2021
o Covid-19 restrictions and their role in the overall (global) population
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Theoretical Background

Underlying stochastic (changepoint) model
o historical data {(Yi ,Xi ); i = 1, . . . ,m}, for q-dimensional Xi ∈ Rq;

o underlying nonlinear regression model of the form

Yi = f (Xi ,β) + εi , i = 1, . . . ,m
↪→ for a given nonlinear parametric function f (·,β) : Rq → R and
some unknown vector of parameters β ∈ Rp (to be estimated);

o after historical data new online data {(Yi ,Xi ); i = m + 1, . . . ,m + Tm}
are sequentially observed—in a one by one manner (for Tm ∈ N);

o analogous model as for the historical data is supposed to hold, however

Yi = f (Xi ,βi) + εi , i = m + 1, . . . ,m + Tm

↪→ again for unknown vectors of parameters βi ∈ Rp but some of them
hypotetically different than β ∈ Rp;
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Theoretical Background

Formal statistical test of no changepoint
o In the first step the historical data {(Yi ,Xi ); i = 1, . . . ,m} are used

to construct an empirical estimate β̂m for the unknown vector β ∈ Rp;

o In the second step the online data {(Yi ,Xi ); i = m + 1, . . . ,m + Tm}
are utilized to run a real-time changepoint test of the null hypothesis

H0 : βi = β0, i = m + 1, . . . ,m + Tm

against the alternative hypothesis of the form

HA : ∃k0
m ∈ {1, . . . ,Tm − 1}

such that
βi = β0 i = m + 1, . . . ,m + k0

m
βi = β1 i = m + k0

m + 1, . . . ,m + Tm

where β0 6= β1;

o Real-time (online) testing procedures performed as online data arrive;
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Conditional expectile estimation

Step 1: Estimation of the parameter vector β

o Conditional expectile estimation of the unknown parameter vector
β ∈ Rp with the true value being denoted as β0 ∈ Rp

o Conditional expectiles provide complex insight into the data-generating
mechanism, they are always defined (unlike conditional quantiles) and
they are known as coherent and elicitable risk measures (Phillipps, 2022)

o The estimate for β ∈ Rp obtained in terms of the minimization problem

β̂m = Argmin
β ∈ Rp

m∑
i=1

ρτ

(
Yi − f (Xi ,β)

)
↪→ for the expectile loss function ρτ (x) =

∣∣τ − I{x<0}
∣∣x2 for x ∈ R and

some expectile level τ ∈ (0, 1) (NLS for τ = 1/2)
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Conditional expectile estimation

Asymptotic properties

Technical assumptions imposed on the function f (·,β), continuous distribution of the
error terms (independent), and some regularity conditions (e.g., moment properties)

o Assymptotic behaviour of the proposed expectile estimator of β0 ∈ Rp:

β̂m = β0 + Ω−1 1m

m∑
i=1

∇f (Xi ,β
0)gτ (εi ) + oP(m−1/2)

for the sample size of the historical data tending to infinity, thus m→∞;

o Notation:
Ω = E

[
hτ (ε)

]
V (β0) and V (β0) = limm→∞ Vm(β0)

Vm(β0) = 1
m
∑m

i=1∇f (Xi , β̂m)∇>f (Xi , β̂m)

gτ (x) = ρ′τ (x) and hτ (x) = ρ′′τ (x)
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Conditional expectile estimation

Some computational issues

o Optimization problem and the solution
o the solution β̂m can be obtained in terms of a convex minimization

problem or a nonconvex optimization problem instead

o different optimization toolboxes and algorithmic approaches must be used
(all depending on the underlying problem) to obtain the final estimate

o Nuisance parameter estimation
o some quantities (e.g., E

[
hτ (ε)

]
= E
[
ρ′′τ (ε)

]
, or Var [gτ (ε)] = Var [ρ′τ (ε)])

must be estimated to perform the test

o alternative approaches based on various resampling techniques and
bootstrap can be used instead =⇒ future ongoing work ...
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Formal changepoint test

Step 2: Test of the null hypothesis H0 against HA
o Null hypothesis: the online data are generated under the same

probabilistic model as the model generating the historical data (β0 ∈ Rp);

o Alternative: the online data are generated from a different model than
the historical data however, the change is only determined within the
paramter vector β1 6= β0;

o Test statistic

T (m) = sup
1 ≤ k ≤ Tm

‖S(m, k)‖∞
z(m, k , γ)

o Notation:
S(m, k) = J−1/2m (β̂m)

∑m+k
i=m+1∇f (Xi , β̂m)gτ (ε̂i )

Jm(β̂m) =
̂Var [gτ (ε)]

m
∑m

i=1∇f (Xi , β̂m)∇>f (Xi , β̂m)

z(m, k, γ) = m1/2(1 + k/m)(k/(k + m))γ , for some γ ∈ [0, 12 )
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Formal changepoint test

Changepoint test asymptotics
o Distinguishing for two differrent scenarios:

Open-end procedure: limm→∞ Tm/m =∞
Closed-end procedures: limm→∞ Tm/m = T , for T ∈ (0,∞)

o Distribution of T (m) under the null hypothesis:
Under some technical assumptions and the null hypothesis validity

T (m) = sup
1 ≤ k ≤ Tm

‖S(m, k)‖∞
z(m, k, γ)

D−→
m→∞

sup
0 < t < L(T )

‖Wp(t)‖∞
tγ

for a p-dimensional Wiener process {Wp(t); t ∈ (0,∞)} and either
L(T ) = 1 (open-end) or L(T ) = T/(T + 1) (closed-end);

o Consistency of the test (behaviour of T (m) under the alternative:
Under the alternative hypothesis and m1/2‖β0 − β1‖2 →∞ for m→∞

T (m) P−→
m→∞

∞.
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Formal changepoint test

Step 3: Changepoint time estimate

o Stopping time – the first observation for which the null hypothesis is
rejected (in favor of the alternative hypothesis)

o The corresponding changepoint estimate can be defined as

k̂m =∈
{

k ≥ 1; sup
1≤k≤Tm

‖S(m, k)‖∞
z(m, k, γ) > cα(γ)

}
,

where cα(γ) is the corresponding quantile of the limiting distribution of

sup
0 < t < L(T )

‖Wp(t)‖∞
tγ

and k̂m =∞ otherwise.

o Moreover, it holds that (test consistency)

lim
m→∞

P[k̂m <∞|H0] = α and lim
m→∞

P[k̂m <∞|H1] = 1
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Empirical performance

Simulation setup

Motivated by Choi, S.H., Kim, H.K., Lee, Y. (2003). Nonlinear asymmetric least squares
estimators. Journal of the Korean Statistical Society 32(1), 47 – 64.

o Gompertz curve f (x ,β) = exp{−β1e−β2x}, for βo = (β1, β2)> ≡ (10, 5)>

o Estimation of β ∈ R2 by the iterative grid search algorithm
o Historical data: m ∈ {20, 50, 200}; Online data: Tm ∈ {10,m/2,m log m}
o Various changepoint scenarios wrt. to β1 and the changepoint location
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Empirical performance

Under the null hypothesis

16 / 21
Changepoints in a nonlinear expectile model

N



Empirical performance

Under the alternative hypothesis
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Empirical performance

Covid-19 positive cases in Prague
Motivated by Chen, D.G., Chen, X., Chen, J.K. (2020.) Reconstructing and forecasting the
covid-19 epidemic in the united states using a 5-parameter logistic growth model. Global Health
Research and Policy 32(1), 1 – 7.

o Gompertz model f (x ,β) = K exp{−β1e−β2x}, for β = (β1, β2,K)> ∈ R3
+

o Historical data: m = 1275; Online data: Tm = 176
o The null hypothesis rejected on the second day of the online data

(test statistics T (m) = 3.4211 with the critical value c0.95(γ) = 2.4260 for γ = 0.1)
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covid-19 epidemic in the united states using a 5-parameter logistic growth model. Global Health
Research and Policy 32(1), 1 – 7.

o Gompertz model f (x ,β) = K exp{−β1e−β2x}, for β = (β1, β2,K)> ∈ R3
+

o Historical data: m = 1275; Online data: Tm = 176
o The null hypothesis rejected on the second day of the online data

(test statistics T (m) = 3.4211 with the critical value c0.95(γ) = 2.4260 for γ = 0.1)
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Empirical performance

Covid-19 positive cases in Prague
0

50
0

10
00

15
00

20
00

Ne
w 

po
sit

ive
 ca

se
s

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−
−−−−−
−−−−
−
−−−
−

−

−−
−−
−−
−−−
−−−
−−−−−−

−−−

−

−

−
−

−−
−
−
−

−

−

−−−
−
−

−

−−

−
−
−
−

−

−
−−−−

−
−
−
−−
−−
−
−
−−−
−
−
−
−
−
−−−−−
−
−
−−
−
−−
−
−
−−−−
−
−
−

−−
−−−

−

−

−
−

−

−−
−

−

−
−
−

−
−
−

−

−

−
−
−

−
−
−
−
−
−−
−
−

−
−
−
−
−

−
−

−
−−−
−

−
−

−
−−
−
−

−
−

−−−−−
−

−

−
−−−
−
−
−

−

−

−−
−

−

−

−

−

−
−

−
−

−

−

−−

−

−

−

−

−

−
−
−
−

−

−

−
−

−−−

−
−

−−−

−
−

−−−

−
−
−−
−
−
−−−−−−

−
−−−−−−−−

−−−−−−
−−−−−−−−

−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−

−−−−−−
−−−−
−
−−−
−
−
−−
−−
−−
−−−
−
−
−
−
−
−−−−

−−−

−

−
−

−

−
−−
−
−

−

−

−
−
−
−

−

−

−

−

−

−
−
−

−
−
−
−−
−

−
−
−
−
−

−−
−
−
−−−−
−

−
−
−
−−−−−
−
−−
−−−−
−
−
−−−−−
−
−

−−−−−

−

−

−

−

−

−−

−

−

−
−−

−
−

−

−

−

−

−
−

−

−

−
−−

−−

−
−

−
−−
−

−

−
−

−

−−−−

−
−

−
−−−−

−

−

−−
−
−
−
−

−

−

−−−−
−
−

−

−

−

−−

−
−

−

−

−
−

−
−

−

−

−−

−
−

−

−

−

−
−
−−

−

−

−−−−−

−
−

−
−−
−−
−−−
−
−
−−
−
−
−
−−−−−
−
−
−
−−−−−
−
−
−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−

01/03/2020 01/04/2020 01/05/2020 01/06/2020 01/07/2020 01/08/2020 01/09/2020 01/10/2020 01/11/2020 01/12/2020 01/01/2021 01/02/2021 01/03/2021 01/04/2021 01/05/2021

0
50

00
0

10
00

00
15

00
00

20
00

00

C
um

ul
at

iv
e 

ca
se

s

01/03/2020 01/04/2020 01/05/2020 01/06/2020 01/07/2020 01/08/2020 01/09/2020 01/10/2020 01/11/2020 01/12/2020 01/01/2021 01/02/2021 01/03/2021 01/04/2021 01/05/2021

19 / 21
Changepoints in a nonlinear expectile model

N



To conclude...

Overview

o Nonlinearity and flexibility of the model
(relatively high model flexibility while preserving straightforward
interpretation in terms of well defined parameters)

o Complex characterization wrt. conditional expectiles
(additional robustness with respect to asymmetric error distributions, or
some heavy tails → optimal for risk modeling)

o Online regime for instability detection
(distribution of the null hypothesis does not depend on the functional
form of the underlying model nor the unknown parameters)

o Straightforward applicability
(relatively mild technical assumptions but some caution is needed when
using different functional models)
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Thank you for your attention!

Ciuperca, G., MM, and Pešta M. (2024). Real-time detection of a change in a nonlinear model by the expectile method.
Metrika, 87(2), 105 – 131.DOI:10.1007/s00184-023-00904-6
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