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Probabilities on quasigroups

Let Q be a finite binary quasigroup with multiplication a - b, and a\ b,
b/a — the corresponding left and right divisions.
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Probabilities on quasigroups

Let Q be a finite binary quasigroup with multiplication a - b, and a\ b,
b/a — the corresponding left and right divisions.

Q={1,...,q}
u=(u,up,...,uq), uj=0

U1+U2+...+uq:1

1/30+4/15+7/30+2/15+4/15+1/15=1
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Probabilities on quasigroups

Let Q be a finite binary quasigroup with multiplication a - b, and a\ b,
b/a — the corresponding left and right divisions.

Q={1,...,q}
u=(u,up,...,uq), uj=0

U1+U2+...+uq:1

1/30+4/15+7/30+2/15+4/15+1/15=1
Distribution support: N(u) = {i € Q : uj > 0}.
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Probability convolution u* v

q q
(wxv)i=Y i = > iy
= =
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Probability convolution u* v

q q
(uxv)= g ujvj\i = g UiV
=1 j=1

If x,y € Q have distributions v and v, then x - y has a distribution u * v.
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Probability convolution u* v

q q
(uxv)= g ujvj\i = g UiV
=1 j=1

If x,y € Q have distributions v and v, then x - y has a distribution u * v.
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Probability convolution u* v

q q
(uxv)= g ujvj\i = g UiV
=1 =

If x,y € Q have distributions v and v, then x - y has a distribution u * v.

/[7/3/2]4]6]5]
/3/2/5/7/4/6
2/4/6/5/71/3

/4/7/3/6/5/2]
/5/6/7/2/3]/4
/6/5/4/3/2/17
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Probability convolution u* v

q q
(uxv)= g ujvj\i = g UiV
=1 j=1

If x,y € Q have distributions v and v, then x - y has a distribution u * v.
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Probability convolution u* v

q q
(uxv)= g ujvj\i = g UiV
=1 =

If x,y € Q have distributions v and v, then x - y has a distribution u * v.

/[7/3/2]4]6]5]
/3/2/5/7/4]6
2/4/6/5/71/3

/4/7/3/6]/5]2]
/5/6/7/2/3/4
/6/5/4/3/2/17

il
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lterated convolutions

Let m be an initial distribution on Q.

(mxm) s (mx(mxm))

T T T T T

VARV
\/
\/
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lterated convolutions
Let m be an initial distribution on Q.
(msxm) s (mx (m=m))

T T T T T

VARV
\Y/
\/

Length L = 4.
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lterated convolutions

Let m be an initial distribution on Q.

(mxm) s (mx(mxm))

T T T L

ARE
N
V 3

Length L = 4. Depth D = 3.
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Known results

(...(m*xm)*m)...)xm) | a Markov chain
° (quasigroup
stream filters)
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Known results

(...(m*xm)*m)...)xm) | a Markov chain
° (quasigroup
stream filters)

Group Q. arbitrary | a Markov

convolution chain (random
walks on finite
groups)
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Known results

N(r) = Q:
ergodic Markov
chain is with a
bistochastic matrix

(...(mxm)*xm)...)*x7m) | a Markov chain
° (quasigroup
stream filters)

Group Q. arbitrary | a Markov L — oo

convolution chain (random convolutions
walks on finite converge to the
groups) uniform

distribution on Q.
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Known results

N(r) = Q:
ergodic Markov
chain is with a
bistochastic matrix

(...(mxm)*xm)...)*x7m) | a Markov chain
° (quasigroup
stream filters)

Group Q. arbitrary | a Markov L — oo

convolution chain (random convolutions
walks on finite converge to the
groups) uniform

distribution on Q.

e N(m) = Q, averages of distributions with L = m, m — oo: converge
to the uniform distribution.
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Known results

N(r) = Q:
ergodic Markov
chain is with a
bistochastic matrix

(...(mxm)*xm)...)*x7m) | a Markov chain
° (quasigroup
stream filters)

Group Q. arbitrary | a Markov L — oo

convolution chain (random convolutions
walks on finite converge to the
groups) uniform

distribution on Q.

e N(m) = Q, averages of distributions with L = m, m — oo: converge
to the uniform distribution.

When do quasigroup convolutions converge to the uniform distribution? J
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Convergence in depth

(v, up,.. . uq) = (upp, up), - - -5 Ufg)

TR - Tk
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Convergence in depth

(v, up,.. . uq) = (upp, up), - - -5 Ufg)
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Convergence in depth

@ Jysy < min{(1 — u[q])év,( — V[g])Ou}
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Convergence in depth

1
© Susy < min{(1 — ug)dv, (1 — vig))du}

Theorem
Let w be an iterated convolution of depth k with initial distribution 7.
Then:

ow < (11— w[q])k.

Alexey Yashunsky (KIAM) Probability convolutions Loops'll, July 25-27 6 /15



Theorem (convergence in depth)

Let w be an iterated convolution of depth n with initial distribution m,
[N(m)| > % Then there exists a d € (0, 1]:

dw < (1—4d)",
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Theorem (convergence in depth)

Let w be an iterated convolution of depth n with initial distribution m,
[N(m)| > % Then there exists a d € (0, 1]:

n
6W < (1 - d) )
and consequently
1
max |w; — m < (1 — d)n
w
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Theorem (convergence in depth)

Let w be an iterated convolution of depth n with initial distribution m,
[N(m)| > |2ﬂ Then there exists a d € (0, 1]:

dw < (1—4d)",

and consequently

W,-—ﬁ‘ <(1-d)".

max

Theorem (convergence in length)

Let w be an iterated convolution of length m with initial distribution 7,
[N(7)| > |2ﬂ Then there exists an a > 0:

max |w; — —

Q|

1 ‘ 1

ma
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Generalization failure

123456
1[1]3]2]4]6][5
2[3]2[5[1[4]6
3[2[4[6[5[1]3
4[4]1[3[6]5]2
5(5(6/1]2]3][4
6654321
N(m) = {1,2}
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Generalization failure

123456
1[1]3]2]4]6][5
2[3]2[5|1[4]6
3[2[4[6[5[1]3
4[4]1[3[6]5]2
5(5(6/1]2]3][4
6654321
N(m) = {1,2}

o N(mxm)=1{1,2,3}
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Generalization failure

123456
1[1]3]2]4]6][5
2[3]2[5|1[4]6
3[2[4[6[5[1]3
4[4]1[3[6]5]2
5(5(6/1]2]3][4
6654321
N(m) = {1,2}

o N(mxm)=1{1,2,3}
o N((mxm)*(m*xm))=Q
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Generalization failure

123456
1[1]3]2]4]6][5
2[3]2[5|1[4]6
3[2[4][6[5[1]3
4[4]1[3[6]5]2
5(5(6/1]2]3][4
6654321
N(m) = {1,2}

o N(mxm)=1{1,2,3}
o N((mxm)*(mx*m))=Q
o N((...(m*m)xm)...)xm) ={1,2,3,4}
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Support properties

Let D, be the set of all distributions with depth n (for some fixed 7).
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Support properties
Let D, be the set of all distributions with depth n (for some fixed 7).

NP = | N(uw).

ueD,
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Support properties

Let D, be the set of all distributions with depth n (for some fixed 7).

NP = | N(uw).

uEDn

Theorem

There exists a subquasigroup @ C Q and a number n’ such that for all
n>n'"

NP = @
Q' is generated by elements of N(7).

Alexey Yashunsky (KIAM) Probability convolutions Loops'l1, July 25-27 9/15



Support properties

Let D, be the set of all distributions with depth n (for some fixed 7).

NP = | N(uw).

UGDn

Theorem

There exists a subquasigroup @ C Q and a number n’ such that for all
n>n'"
ND = Q.

Q' is generated by elements of N(7).

Without loss of generality: Q' = Q.
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Convergence of averages

Define d(" — the average of distributions with depth n:

d(n —

uED,1

Remark: d(" is itself a probability distribution on Q.
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Convergence of averages

Define d(" — the average of distributions with depth n:

1
(n) _
d Dl E u.

UeDn

Remark: d(") is itself a probability distribution on Q.

Theorem
There exist d € (0;1] and n’ such that for every n > n':

Sy < (L —d)"",

and consequently
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Support periodicity in length

Let L, be the set of all distributions with length m (for some fixed 7).
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Support periodicity in length
Let L, be the set of all distributions with length m (for some fixed 7).

Ny = | N(u).

uel,
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Support periodicity in length
Let Ly, be the set of all distributions with length m (for some fixed 7).

Ny = | N(u).

uel,

Theorem

There exist r and m’ such that for every m > m’ the sets
L L L
N Ny oo s Ny g

are pairwise disjoint, while N,’;1+, = NL.

NEUNEL  U...UNE ., is a subquasigroup Q" C Q, generated by N().

v
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Support periodicity in length
Let Ly, be the set of all distributions with length m (for some fixed 7).

Ny = | N(u).

uel,

Theorem

There exist r and m’ such that for every m > m’ the sets

L L L
Nm7 Nm—f—la ceey Nm+r—1

are pairwise disjoint, while N,’;1+, = NL.

NEUNEL  U...UNE ., is a subquasigroup Q" C Q, generated by N().

v

If r > 1 there is periodicity in the supports.
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Support periodicity in length
Let Ly, be the set of all distributions with length m (for some fixed 7).

Ny = | N(u).

uel,

Theorem

There exist r and m’ such that for every m > m’ the sets

L L L
Ahn7Ahn+1a'~-aAhn+r—1

are pairwise disjoint, while N,’;1+, = NL.

NEUNEL  U...UNE ., is a subquasigroup Q" C Q, generated by N().

v

If r > 1 there is periodicity in the supports.
Again, without loss of generality: Q' = Q.
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Example

RN OO W] =
N OO W ~N
BWNHROIOW
W=D O A
DW= INO
Gl O | W N~ O

o sWNR
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Example

0 T {1,2}

RN OO W] =
N OO W ~N
BWNHROIOW
W=D O A
DW= INO
Gl O | W N~ O

o sWNR
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Example

1 23 456 m Lm NE
1[3]4]6]5][2]1] O 71' {1,2}
2[4]3|5[6]1]2] 1 kT {3,4}
3/5/6[1]2[4]3
4652134
5213456
6|1|/2[4|3][6]5
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Example

1 23 456 m Lm NE
1[3[4]6]5][2]1] O 71' {1,2}
2[4|3[5]6]1]2] 1 kT {3,4}
3/5(6[(1]2|4]3 2 (s ) %, (k) {5,6}
al6|5[2|1[3]4
5213456
6|1|/2[4|3][6]5
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Example

1 23456 m Lm NE
1[3]4]6]5][2]1] O 71' {1,2}
2[4]3|5[6]1]2] 1 kT {3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4652134
5213456
6|1|/2[4|3][6]5
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Example

123456 m L Ny,
1/3|/4/6|5|2]|1 0 T {1,2}
2(4(3(5|6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4(6(5(2|1|3|4 ((mxm)sm)«m, (mx*(m*m))*m,
5/2]1[3/4|5]|6 3lmx((m*xm)sm),mx(m*(m*m)), | {1,2}
6|/1/2[4]|3[6]|5 (mxm)* (mxm)
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Example

123456 m L Ny,
1/3|/4/6|5|2]|1 0 T {1,2}
2(4(3(5|6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4(6(5(2|1|3|4 ((mxm)sm)xm, (7= (m*m))=*m,
5/2]1[3/4|5]|6 3lmx((m*xm)sm),mx(m*(m*m)), | {1,2}
6|/1/2[4]|3[6]|5 (mxm)* (mxm)
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Example

123456 m L Ny,
1/3|4/6|5]|2]|1 0 T {1,2}
2(4[3(5]6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4(6(5(2|1|3|4 ((mxm)«m)xm, (7= (m*m))*m,
5/2]1[3/4|5]|6 3l mx((msm)sm),mx*(m*(m*m)), | {1,2}
6|/1/2[4|3[|6]|5 (mxm)* (mxm)
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Example

123456 m L Np,
1/3/4/6|5|2]|1 0 T {1,2}
2(4(3(5|6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4(6(5(2|1|3|4 ((mxm)«m)xm, (7= (m*m))*m,
5/2[1[3|4]|5|6 3| mk((mxm)«m),m* (m*(mxm)), | {12}
6|/1/2[4|3[|6]|5 (mxm)* (mxm)
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Example

123456 m L Ny,
1/3|/4/6|5|2]|1 0 T {1,2}
2(4(3(5|6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
416(5(2|1[3|4 ((mxm)«m)xm, (7= (m*m))*m,
5/2]1[3/4|5]|6 3lmx((m*xm)sm),mx(m*(m*m)), | {1,2}
6(1(2(4|3]6|5 (m*7) * (7% )
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Example

123456 m Ly Np,
1/3|/4/6|5|2]|1 0 T {1,2}
2(4(3(5|6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4(6(5(2|1|3|4 ((mxm)«m)xm, (7= (m*m))*m,
5/2[1[3|4]|5|6 3| mx((mxm)«m),m*(m*(mxm)), | {1,2}
6|/1/2[4|3[|6]|5 (mxm)* (mxm)

Supports are periodic (r > 1) iff there exists a homomorphism ¢ : @ — Z,
such that p(N(7)) =1 € Z,.
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Example

123456 m Ly Np,
1/3|/4/6|5|2]|1 0 T {1,2}
2(4(3(5|6(1|2] 1 g (3,4}
3(5(6[1]|2[4|3 2 (m*m)xm,m* (mxm) {5,6}
4(6(5(2|1|3|4 ((mxm)«m)xm, (7= (m*m))*m,
5/2[1[3|4]|5|6 3| mx((mxm)«m),m*(m*(mxm)), | {1,2}
6|/1/2[4|3[|6]|5 (mxm)* (mxm)

Supports are periodic (r > 1) iff there exists a homomorphism ¢ : @ — Z,
such that p(N(7)) =1 € Z,.
The period r is the biggest value for which such a homomorphism exists.
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Averages in length
Define /(™ — the average of distributions with length m:

(m_ 1
V4 —|Lm|Zu.

uel ,
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Averages in length

Define /(™ — the average of distributions with length m:

(m_ 1
/ —|Lm|Zu.

uel ,

Theorem

Suppose there exists an m’ such that NL = @ for every m > m’. Then
there exist a, 3 > 0 and m” > m’ such that for m > m”:

om

max
ieQ

ENP.S
Q| ~ m*
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The periodic case

L L L L L
Nma Nm+17 s Nm—i—r—l’ Nm-i-r’ Nm+f+1’
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The periodic case

L L L L L
Nma Nm+17 s Nm—i—r—l’ Nm-i-r’ Nm+f+1’

Qo, @i, ..., Qr1, Qo, Q1,
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The periodic case

L L L L L
Nma Nm+17 s Nm—i—r—l’ Nm-H’ Nm+f+1’

QO, Ql, sy Qr—l; QO, Q].y
QUQUQU...UR-1=Q
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The periodic case

L L L L L
va Nm+17 s Nm—i—r—l’ Nm-H’ Nm+f+1’

QO, Ql, sy Qr—l; QO, Q].y
QUQUQU...UR-1=Q

Q|

r

Qo] = Q1] =... = Q1| =
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The periodic case

L L L L L
Nm’ Nm—i—l’ cry Nm—i—r—l’ Nm+r7 Nm+r+17

Qo, @i, ..., Qr1, Qo, Q1,
QUQU...URQ-1=Q

Q
|Qo| = |Q1] = ... = |Qr_1] = |r|
Theorem
Suppose there exists an m’ and sets Qp, b =0,...,r — 1 such that
NrLk+b = @, for every m > m'. Then there exist o, 3 > 0 and m" > m’
such that for rk + b > m":
(rk+b) 1 B
max |/; - — —.
i€Qp |Qp|| = Kk

v
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Thank You for Your attention!
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