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In January, 1984, Alexander Grothendieck  submitted to 
CNRS his proposal "Esquisse d'un Programme”.  Soon 
copies of this text started circulating among 
mathematicians. 	



A few months later, as a first year undergraduate in 
Moscow University, I was given a copy of it by George 
Shabat, my first scientific advisor.	



After learning some French with the sole purpose of 
being able to read this text, I started to work on some of 
the ideas outlined there. 	



In 1988 or 1989, I met Michael Kapranov who was, just 
as I, fascinated by the perspectives of developing 
mathematics of new “higher dimensional” objects 
inspired by the theory of categories and 2-categories. 
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The first paper that we published  together 
was called “∞-groupoids as a model for a 
homotopy category”.  In it we claimed to 
provide a rigorous mathematical formulation 
and a proof of Grothendieck’s idea 
connecting two classes of mathematical 
objects: ∞-groupoids and homotopy types. 	



Later we decided that we could apply similar 
ideas to another top mathematical problem 
of that time:  to construct motivic cohomology, 
conjectured to exist in a 1987 paper by A. 
Beilinson, R. MacPherson and V. Schechtman.  	
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In the summer of 1990, Kapranov arranged for 
me to be accepted to graduate school at 
Harvard without applying. 	



After a few months, while he was at Cornell and 
I was at Harvard, our mathematical paths 
diverged. 	



I concentrated my efforts on motivic 
cohomology and later on motivic homotopy 
theory.  	



My notes on the right are dated Mar 29, 1991, 
and start with the question “What is a homotopy 
theory for algebraic varieties or schemes?”
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The field of motivic cohomology was considered at that 
time to be highly speculative and lacking firm foundation. 	



The groundbreaking 1986 paper “Algebraic Cycles and 
Higher K-theory” by Spencer Bloch was soon after 
publication found by Andrej Suslin to contain a mistake 
in the proof of Lemma 1.1.  	



The proof could not be fixed, and almost all of the 
claims of the paper were left unsubstantiated.  
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A new proof, which replaced one paragraph from the original paper by 30 pages 
of complex arguments, was not made public until 1993, and it took many more 
years for it to be accepted as correct.  	



Interestingly,  this new proof was based on an older result of Mark Spivakovsky, 
who, at about the same time, announced a proof of the resolution of singularities 
conjecture. Spivakovsky’s proof of resolution of singularities was believed to be 
correct for several years before being found to contain a mistake.  The conjecture 
remains open. 
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The approach to motivic cohomology developed by 
Andrej Suslin, Eric Friedlander and me circumvented 
Bloch’s moving lemma by relying instead on my paper 
“Cohomological Theory of Presheaves with Transfers,” which 
was written when I was a member at the IAS in 1992/93. 	



In 1999/2000, again at the IAS, I was giving a series of 
lectures, and Pierre Deligne was taking notes and checking 
every step of my arguments. Only then did I discover that 
the proof of a key lemma in “Cohomological Theory”  
contained a mistake and that the lemma, as stated, could 
not be salvaged. 	



Fortunately, I was able to prove a weaker and more 
complicated lemma which turned out to be sufficient for 
all applications.  A corrected sequence of arguments was 
published in 2006. 
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This story got me scared. Starting from 1993 multiple groups of mathematicians 
studied the “Cohomological Theory”  paper at seminars and used it in their work 
and none of them noticed the mistake.	



And it clearly was not an accident.  A technical argument by a trusted author, which 
is hard to check and looks similar to arguments known to be correct, is hardly ever 
checked in detail.  
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But this is not the only problem that makes 
mistakes in mathematical texts persist.	



In October, 1998, Carlos Simpson submitted 
to the arXiv preprint server a paper called 
“Homotopy types of strict 3-groupoids”. It 
claimed to provide an argument that implied 
that the main result of the “∞-groupoids” 
paper, which M. Kapranov and I had published 
in 1989, can not be true. 	



However, Kapranov and I had considered a 
similar critique ourselves and had convinced 
each other that it did not apply. I was sure 
that we were right until the Fall of 2013 (!!).
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I can see two factors that contributed to this outrageous situation:	



• Simpson claimed to have constructed a counterexample, but he was not able to show 
where in our paper the mistake was. Because of this, it was not clear whether we made 
a mistake somewhere in our paper or he made a mistake somewhere in his 
counterexample. 	



• Mathematical research currently relies on a complex system of mutual trust based on 
reputations. By the time Simpson’s paper appeared, both Kapranov and I had strong 
reputations. Simpson’s paper created doubts in our result, which led to it being unused 
by other researchers,  but no one came forward and challenged us on it. 
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At about the same time as I discovered 
the mistake in my motivic paper I was 
working on a new  development, which I 
called 2-theories. The 3-dimensional 
diagram on the right is an example of the 
kind of “formulas” that I would have to use 
to support my arguments about 2-
theories.
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As I was working on these ideas I was getting more and more uncertain about 
how to proceed.  The mathematics of 2-theories is an example of precisely that 
kind of higher-dimensional mathematics that Kapranov and I had dreamed about 
in 1989.  And I really enjoyed discovering new structures there that were not 
direct extensions of structures in lower “dimensions”. 	



But to do the work at the level of rigor and precision I felt was necessary would 
take an enormous amount of effort and would produce a text that would be 
very difficult to read.  And who would ensure that I did not forget something and 
did not make a mistake, if even the mistakes in much more simple arguments 
take years to uncover?	



I think it was at this moment that I largely stopped doing what is called “curiosity 
driven research” and started to think seriously about the future.
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It soon became clear that the only real long-term 
solution to the problems that I encountered is to start 
using computers in the verification of mathematical 
reasoning. 	



The software for doing this has been in development 
since the sixties. The page on the right is from a very 
interesting book called “Selected Papers on Automath”. 
The number 68 in the title refers to 1968, the year when 
Automath was created. 
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At the time when I started to look for a practical proof assistant around 
2000, I could not find any. 	



Among mathematicians computer proof verification was almost a forbidden 
subject.  A conversation started about the need for computer proof 
assistants would invariably drift to the Goedel Incompleteness  Theorem 
(which has nothing to do with the actual problem) or to one or two cases 
of verification of already existing proofs, which were used only to 
demonstrate how impractical the whole idea was. 	



Some of the very few mathematicians who persisted in trying to advance 
the field of computer verification in mathematics during this time were  
Tom Hales and Carlos Simpson. 



Today, only a few years later, computer verification of proofs and of mathematical reasoning in 
general looks completely practical to many people who work on Univalent Foundation and 
Homotopy Type Theory.  	



The roadblock that prevented generations of interested mathematicians and computer scientists 
from solving the problem of computer verification of mathematical reasoning was the 
unpreparedness of foundations of mathematics for the requirements of this task. 

���15



Formulating mathematical reasoning in a language precise enough for a computer to follow 
meant using a foundational system of mathematics not as a standard of consistency applied only 
to establish a few fundamental theorems, but as a tool that can be employed in everyday 
mathematical work. 	



There were two main problems with the existing foundational systems which made them 
inadequate. 	



Firstly, existing foundations of mathematics were based on the languages of Predicate Logic and 
languages of this class are too limited. 	



Secondly, existing foundations could not be used to directly express statements about such 
objects as, for example, the ones that my work on 2-theories was about. 
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It is extremely difficult to accept that mathematics is in need of a completely new foundation. 
Even many of the people who are directly connected with the advances in Homotopy Type 
Theory are struggling with this idea.	



There is a good reason it is difficult:  the existing foundation of mathematics - ZFC, and its main 
contender for a new foundation - category theory, have been very successful.	



It was overcoming the appeal of category theory as a candidate for new foundation of mathematics 
that was for me personally most difficult.
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The story starts with ZFC:  the Zermelo-Fraenkel theory with the Axiom of Choice. 	



Since the first half of the 20th century mathematics has been presented as a science based on 
ZFC and ZFC was introduced as a particular theory in Predicate Logic. 	



Therefore someone who wanted to get to the bottom of things in mathematics had a simple 
road to follow - learn what Predicate Logic is, then learn a particular theory called ZFC, then 
learn how to translate propositions about a few basic mathematical concepts into  formulas of 
ZFC, and then learn to believe, through examples,  that the rest of mathematics can be reduced 
to these few basic concepts. 
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This state of affairs was extremely beneficial for 
mathematics and it is rightly credited for the great 
successes of abstract mathematics in the 20th century. 	



Historically the first problems with ZFC could be seen 
in the decline of the great enterprise of early Bourbaki, 
which occurred because the main organizational ideas 
of mathematics of the second half of 20th century 
were based on category theory, and category theory 
could not be well presented in terms of ZFC. 	



The successes of category theory inspired the idea that 
categories are “sets in the next dimension” and that the 
foundation of mathematics should be based on 
category theory or on its higher dimensional analogs. 
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It is the idea that categories are “sets in the next dimension” that was the most difficult roadblock 
for me.  I clearly recall the feeling of a breakthrough, which I experienced when I understood that 
this idea is wrong.  Categories are not “sets in the next dimension”.  They are “partially ordered 
sets in the next dimension,” and “sets in the next dimension” are groupoids.  	



One of the things that made the “categories” versus “groupoids” choice so difficult for me is that I 
remember it being emphasized by people I learned mathematics from that the great 
Grothendieck in his wisdom broke with  the old-schoolers and insisted on the importance of 
considering all morphisms and not only isomorphisms and that this was one of the things  that 
made his approach to algebraic geometry so successful. 	



(Groupoids are often made of set-level objects and their isomorphisms, while categories are often 
made of set-level objects and “all” morphisms.) 
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Univalent Foundations, like ZFC-based foundations and unlike category theory, is a 
complete foundational system, but it is very different from ZFC.  To provide a 
format for comparison let me suppose that any foundation for mathematics 
adequate both for human reasoning and for computer verification should have the 
following three components.	
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The first component is a formal deduction system:  a language and rules of 
manipulating sentences in this language that are purely formal, such that a 
record of such manipulations can be verified by a computer program. 	



The second component is a structure that provides a meaning to the 
sentences of this language in terms of mental objects intuitively 
comprehensible to humans. 	



The third component is a structure that enables humans to encode 
mathematical ideas in terms of the objects directly associated with the 
language. 
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In ZFC-based foundations the first component has two “layers”. The first layer is a general 
mechanism for building deduction systems which is called Predicate Logic and the second a 
particular deduction system called ZFC obtained by applying this mechanism to a set of 
operations and axioms. 	



The second component in ZFC is based on the human ability to intuitively  comprehend 
hierarchies. In fact, the axioms of ZFC can be seen as a collection of properties that all 
hierarchies satisfy, together with the axiom of infinity, which postulates the existence of an 
infinite hierarchy.  	



The third component is a way to encode mathematical notions in terms of hierarchies that 
starts with rules for encoding mathematical properties of sets.  That is why ZFC is often called 
a set theory.  
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The original formal deduction system of Univalent Foundations is called the Calculus of 
Inductive Constructions, or CIC.  It was developed by Thierry Coquand and Christine Pauline 
around 1988 and was based on a combination of ideas from the theory and practice of 
computer languages with ideas in constructive mathematics.  The key names associated with 
these ideas are de Brujin, Per Martin-Lof and Jean-Yves Girard. 	



The formal deduction system of the proof assistant Coq is a direct descendant of CIC.  
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The second component of Univalent Foundations, the structure that 
provides a direct meaning to the sentences of CIC, is based on Univalent 
Models. 	



 The objects directly associated with sentences of CIC by these models are 
called homotopy types.  The world of homotopy types is stratified by what 
we call h-levels, with types of h-level 1 corresponding to logical propositions 
and types of h-level 2 corresponding to sets.  Our intuition about types of 
higher levels comes mostly from their connection with multidimensional 
shapes, which was studied by ZFC-based mathematics for several decades.  
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The third component of Univalent Foundations, a way to encode general 
mathematical notions in terms of homotopy types,  is based on the reversal 
of Grothendieck’s idea from the late seventies considered in our  “∞-
groupoids” paper. 	



Both mathematically and philosophically, this is the deepest and least 
understood part of the story. 	
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I have been working on the ideas that led to the discovery of Univalent 
Models since 2005 and gave the first public presentation on this subject at 
LMU (Munich) in November 2009.	



While I have constructed my models independently,  advances in this 
direction started to appear as early as 1995 and are associated with the 
names of Martin Hofmann, Thomas Streicher, Steve Awodey and Michael 
Warren. 
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In the Spring of 2010 I suggested to the School of Mathematics that I will 
organize a special program on new foundations of mathematics in 2012/13, 
despite the fact that at this time it was not clear that the field would be 
ready for such a program by then. 	



I now do my mathematics with a proof assistant and do not have to worry 
all the time about mistakes in my arguments or about how to convince 
others that my arguments are correct. 	



But I think that the sense of urgency that pushed me to hurry with the 
program remains.  Sooner or later computer proof assistants will become 
the norm, but the longer this process takes the more misery associated 
with mistakes and with unnecessary self-verification the practitioners of the 
field will have to endure.
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I would like to thank all of those who are trying to understand the ideas of 
Univalent Foundations, to develop these ideas and to communicate these 
ideas to others.  I know it is difficult.
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