
I. Topological vector spaces

1. Basic properties
Definition 1. Let X be a vector space over K and τ be topology on X . If the operations addition and multiplication by scalar
are continuous as mappings ` : X ˆ X Ñ X and ¨ : K ˆ X Ñ X , we say the tuple pX, τq is topological vector space (TVS).
Hausdorff TVS is denoted as HTVS.

System of all the neighborhoods of a point x P X is denoted by τpxq.

Definition 2. Let X be a vector space over K and A Ă X . The set A is

• balanced, if αA Ă A for every α P K, |α| ď 1;

• absolutly convex, if A is convex and balanced;

• absorbing, if for every x P X there exists λx ą 0 such that tx P A for every t P r0, λxs.

Absolutly convex hull of the set A is defined as

aconvA “
č

tB Ą A; B Ă X is absolutely convexu.

Definition 3. We say that a topolocial vector space is locally convex (LCS), if there exists basis of neighborhoods of 0 consisting
of convex sets. Hausdorff LCS is denoted as HLCS.

Proposition 4. Let X be TVS and U P τp0q.

(a) U is absorbing.

(b) There exists V P τp0q open and balanced satisfying V ` V Ă U .

(c) If U is convex, then there exists V P τp0q open and absolutely convex satisfying V ` V Ă U ;
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Theorem 5. Let X be TVS.

(a) X is regular (i.e. we may separate points and closed sets by open sets).

(b) The following assertions are equivalent:

(i) X is Hausdorff.

(ii) X is T1 (i.e. points are closed sets).

(iii) t0u is closed set.

(iv) t0u “
Ş

tU ; U P τp0qu.

Remark: every TVS is even completely regular (even more generally: every topological group is completely regular).

Theorem 6 (John von Neumann (1935)). Let X be a vector space and U a system of subsets of X containing the origin 0, which
is filter basis (i.e. for every U1, U2 P U there exists U P U satisfying U Ă U1 X U2). Let us suppose that U has the following
properties:

(i) For any U P U there exists V P U satisfying V ` V Ă U .

(ii) Every set from U is absorbing and balanced.

Then there exists a unique topology τ on X such that pX, τq is TVS and U is basis of neighborhoods of 0. If members of U are
absolutely convex sets, then pX, τq is LCS. If moreover

Ş

U “ t0u, then pX, τq is Hausdorff.

2. Topologies generated by pseudonorms, Minkowski functional
Let X be a vector space, p1, . . . , pn pseudonorms on X and ε ą 0. Denote

Up1,...,pn,ε “ tx P X; p1pxq ă ε, . . . , pnpxq ă εu.

If X is a vector space and P je system of pseudonorms on X , then topology generated by P is the smallest topology τ such
that for every p P P the mapping p : pX, τq Ñ r0,8q is continuous. Then system S “ tUp,ε; p P P, ε ą 0u forms subbasis
of neighborhoods of 0, system U “ tUp1,...,pn,ε; n P N, p1, . . . , pn P P, ε ą 0u forms basis of neighborhoods of 0 and net
txγuγPΓ Ă X converges to x P X in τ if and only if ppxγ ´ xq Ñ 0 for every p P P .
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Theorem 7. Let X be a vector space and τ be a topology on X . Then pX, τq is LCS if and only if τ is generated by a system of
pseudonorms.

Moreover, if τ is generated by a system of pseudonorms P , then pX, τq is Hausdorff if and only if for every x P Xzt0u there
exists p P P satisfying ppxq ą 0.
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Definition 8. Let X be a vector space and f : X Ñ R. We say f is positively homogeneous of fptxq “ tfpxq for every t ě 0.

Definition 9. LetX be a vector space andA Ă X be absorbing. Minkowski functional of the setA is function µA : X Ñ r0,`8q

defined as
µApxq “ inf tλ ą 0; x P λAu.

Theorem 10 (Basic properties of the Minkowski functional). Let X be a vector space and A Ă X be absorbing. Then:

(a) µA is positively homogeneous.

(b) If A is convex, then µA nonnegative sublinear functional.

(c) If A is absolutly convex, then µA is pseudonorm.

(d) If A is convex, then tx P X; µApxq ă 1u Ă A Ă tx P X; µApxq ď 1u.

Definition 11. Let pX, τXq, pY, τY q be TVS and f : X Ñ Y . We say f is uniformly continuous, if for every V P τY p0q there
exists U P τXp0q such thatfor every x, y P X we have fpxq P fpyq ` V whenever x P y ` U .

Lemma 12. Let X be TVS and p is sublinear functional on X . Then p is je uniformly continuous if and only if it is bounded from
above on some neighborhood of 0.

Proposition 13. Let X be TVS and A Ă X is absorbing convex set. Then µA is continuous if and only if A is neighborhood of 0.
In this case we have

IntA “ tx P X; µApxq ă 1u Ă A Ă tx P X; µApxq ď 1u “ A.

Corollary 14. Every LCS is completely regular.

Proposition 15. If pX, τq is LCS and V is subbasis of negihborhoods of 0 consisting of absolutely convex sets, then τ is generated
by a system of pseudonorms tµV ; V P Vu. Moreover, τ is also generated by the system of all the continuous pseudonorms on X .

3. Metrizability a normability
Theorem 16. Let pX, τq be HTVS. Then the following assertions are equivalent:

(i) X has countable basis of neighborhoods of 0.

(ii) X is metrizable.

(iii) X is metrizable by a translation invariant pseudometric.

If X is HLCS, then it is metrizable if and only if τ is generated by a countable system of pseudonorms tpnu and in this case

ρpx, yq “

8
ÿ

n“1

1

2n
mintpnpx´ yq, 1u (1)

is translation invariant pseudometric on X generating τ .
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Definition 17. Let X be TVS and A Ă X . The set A is bounded, if for every U P τp0q there exists t ą 0 such that A Ă tU .

Proposition 18. Let X be TVS over K and A Ă X . Then the following assertions are equivalent:

(i) The set A is bounded.

(ii) For every sequence txnu Ă A and every sequence tγnu Ă K, γn Ñ 0 we have γnxn Ñ 0.

(iii) For every sequence txnu Ă A we have 1
nxn Ñ 0.

Moreover, if X is LCS and topology on X is generated by a system of pseudonorms P , then the conditions above are equivalent
to the fact that each p P P is bounded on A.

Definition 19. Let X be a TVS. We say X is normable if its topology is generated by a norm.

Theorem 20 (A. N. Kolmogorov (1934)). Let pX, τq be HTVS. Then X is normable if and only if there exists a bounded convex
neighborhood of 0.

Lemma 21. Let pX, τq be LCS, topology τ is generated by system of pseudonorms P and p is a pseudonorm on X . Then p is
continuous if and only if there are p,1, . . . , pn P P and C ą 0 satisfying p ď Cmaxtp1, . . . , pnu.

The end of lecture 4
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4. Continuous linear mappings

Theorem 22. Let X and Y be HTVS and T : X Ñ Y linear mapping. Consider the following statements:

(i) T is bounded on a neighborhood of 0.

(ii) T is continuous at 0.

(iii) T is continuous.

(iv) T is uniformly continuous.

(v) T pAq is bounded for every bounded A Ă X .

Then (i)ñ(ii)ô(iii)ô(iv)ñ(v). If Y is normable, then piq-pivq are equivalent. If X is metrizable, then piiq-pvq are equivalent.

Lemma 23. LetX be a metrizable TVS. If txnu Ă X converges to 0, then there exists a sequence tγnu Ă N such that γn Ñ `8

and γnxn Ñ 0.

Proposition 24. Let X and Y be HLCS, and T : X Ñ Y be a linear mapping. Let P be system of pseudonorms generating
the topology of X and Q be system of pseudonorms generating the topology of Y . Then T is continuous if and only if q ˝ T is
continuous for every q P Q, equivalently

@q P Q Dp1, . . . , pk P PDC ą 0@x P X : qpTxq ď C ¨ maxtp1pxq, . . . , pkpxqu.

Theorem 25. Let X be HTVS and f : X Ñ K nonzero linear form. Then the following assertions are equivalent:

(i) f is continuous.

(ii) Ker f is closed.

(iii) Ker f ‰ X .
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As usual we shall call linear forms as (linear) functionals.

Definition 26. Let X be TVS. By X# we will denote the space of all the linear forms (functionals) on X and we will call it the
algebraic dual. By X˚ we will denote the subspace of X# consisting of those linear functionals, which are continuous on X ,
and we will call it the topological dual (or only the dual).

Definition 27. Let X and Y be topological vector spaces and T : X Ñ Y be linear. We say T is isomorphism of X onto Y (or
just isomorphism), if T is homeomorfism of X onto Y ; we say that T is isomorphism X into Y (or just isomorphism into), if T
is isomorphism of X onto Rng T .

5. Finite-dimensional spaces

Definition 28. Let X be TVS and A Ă X . Set A is said to be totally bounded, if for every U P τp0q there exists finite F Ă A
such that A Ă F ` U .

Proposition 29. Let X be TVS. Compact subsets of X are totally bounded and totally bounded sets are bounded.

Theorem 30. Let X be HTVS. Then the Then the following assertions are equivalent:

(i) dimX ă 8.

(ii) There exists n P N such that X is isomorphic with pKn, }¨}2q.

(iii) There exists totally bounded neighborhood of zero in X .

(iv) X is metrizable and every linear map from X into a topological vector space is continuous.

(v) X is metrizable and every linear form on X is continuous.

Corollary 31. Let X be HTVS. Then every finite-dimensional subspace of X is closed in X .

The end of lecture 6
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6. Separating theorems
Theorem 32. Let X be LCS and A,B Ă X be disjoint convex sets. Then the following holds:

(a) If A has nonempty interior, then there exists f P X˚zt0u satisfying supA Re f ď infB Re f .

(b) If A is closed and B compact, then there exists f P X˚ satisfying supA Re f ă infB Re f . If moreover A is absolutely
convex, then supA|f | ă infB Re f .

Corollary 33. Let X be LCS. Then the following holds:

(a) If X is Hausdorff, then X˚ separates the points of X .

(b) If Y is a closed subspace of X and x R Y , then there exists f P X˚ satisfying fæY “ 0 and fpxq “ 1.

(c) If Y is a subspace of X and f P Y ˚, then there exists F P X˚ satisfying FæY “ f .

7. Fréchet spaces
Definition 34. Let X be a metrizable HTVS.

• If the topology on X is induced by a translation invariant complete metric, we say X is F -space.

• If X is F -space and moreover locally convex, we say X is Fréchet.

Lemma 35. Let X be HLCS, whose topology is generated by pseudonorms tpn : n P Nu satisfying p1 ď p2 ď . . .. Let ρ be
translation invariant metric on X defined by the formula (1). Then a sequence pxkqkPN P XN is cauchy in pX, ρq, if and only if
pxkqk is cauchy in the pseudonorm pn for every n P N.
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Proposition 36. Let X be LCS and A Ă X is totally bounded set. Then aconvA is totally bounded. In particular, if X is Fréchet
space and A Ă X is compact, then aconvA is compact.

Theorem 37 (Principle of uniform boundedness). Let X be a Fréchet space, Y be LCS and A system of linear continuous
operators from X into Y . Then the following assertions are equivalent.

(i) For every x P X the set tTx : T P Au is bounded.

(ii) Operators from A are uniformly continuous, that is, for every V P τY p0q there exists U P τXp0q satisfying T pUq Ă V for
every T P A.

Corollary 38. Let X be a Fréchet space, Y be LCS and pTnqnPN a sequence of continuous linear mappings from X into Y such
that for every x P X there exists Tx “ limnÑ8 Tnx. Then T : X Ñ Y is continuous linear operator.

Theorem 39 (Open mapping theorem). Let X and Y be F -spaces and T : X Ñ Y continuous linear and onto. Then T is open.
In particular, if T is moreover one-to-one, then T is isomorphism.
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Theorem 40 (Closed graph theorem). Let X and Y be F -spaces and T : X Ñ Y linear mapping. Then T is continuous if and
only if T has closed graph.

8. Weak topologies and polars
Weak topologies

Definition 41. Let X be a vector space and M Ă X#. By σpX,Mq we denote the locally convex topology on X generated by
the system of pseudonorms t|f |; f P Mu.

Definition 42. Let X be a TVS.

• Topology w “ σpX,X˚q is called the weak topology (also w-topology) on X .

• Topology w˚ “ σpX˚, εpXqq is called the weak star topology (also w˚-topology) on X˚.

Lemma 43. LetX be a vector space and f, f1, . . . , fn linear forms onX . Then f P spantf1, . . . , fnu if and only if
Şn

j“1 Ker fj Ă

Ker f .
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Proposition 44. Let X be a vector space and M,N Ă X#. Then σpX,Mq “ σpX,Nq if and only if spanM “ spanN . In
particular, σpX,Mq “ σpX, spanMq.

Theorem 45. Let X be a vector space and M Ă X#. Then pX,σpX,Mqq˚ “ spanM .

Corollary 46. Let pX, τq be LCS. Then

(a) w Ă τ a pX,wq˚ “ X˚.

(b) pX˚, w˚q˚ “ εpXq.

(c) If X is normed linear space and f P X˚˚, then f P εpXq if and only if f is w˚-continuous.

Proposition 47. Let X be LCS and Y be subspace of X . Then on Y the topology σpY, Y ˚q coincides with the restriction of the
topology σpX,X˚q on Y .

The end of lecture 9

Theorem 48 (Mazur theorem). Let X be LCS and A Ă X be convex. Then

(a) A
w

“ A.

(b) A is weakly closed if and only if it is closed.

(c) If X is metrizable and xn Ñ x weakly, then there are yn P convtxj ; j ě nu such that yn Ñ x.

Theorem 49 (Mackey). Let X be LCS and A Ă X . Then A is bounded if and only if it is weakly bounded.

Theorem 50. Let X , Y be HLCS and T : X Ñ Y continuous linear mapping. Then

(a) T is w–w continuous.

(b) Define T˚ : Y ˚ Ñ X˚ by the formula T˚f “ f ˝ T , f P Y ˚. Then T˚ is w˚-w˚ continuous.

Polars

Definition 51. If X is LCS and A Ă X , we define (absolut) polar of the set A as

A˝ “ tf P X˚; |fpxq| ď 1 for every x P Au.

For a set B Ă X˚ we define backwards (absolute) polar as

B˝ “ tx P X; |fpxq| ď 1 for every f P Bu.

Theorem 52 (Bipolar Theorem; Jean Dieudonné (1950)). Let X be LCS.

(a) If A Ă X , then pA˝q˝ “ aconvw A (“ aconvA, if X is locally convex).

(b) If B Ă X˚, then pB˝q˝ “ aconvw˚

B.

Corollary 53. Let X be normed linear space.

(a) For B Ă X˚ we have pBKqK “ spanw˚

B.

(b) If Y is normed linear space and T P LpX,Y q, then Rng T˚
w˚

“ pKerT qK.
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Theorem 54 (Herman Heine Goldstine (1938)). If X is normed linear space, then εpBXq
w˚

“ BX˚˚ .

Theorem 55 (Banach-Alaoglu-Bourbaki). Let X be HLCS and U neighborhood of 0 in X .

(a) U˝ is w˚-compact set.

(b) If X is separable and txnu8
n“1 is dense in X , then pU˝, w˚q is topological space metrizable by the metric

ρpf, gq “

8
ÿ

n“1

1

2n
mint|pf ´ gqpxnq|, 1u.
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Corollary 56. Let X be normed linear space. Then pBX˚ , w˚q is compact. Morevoer, if X is separable, then pBX˚ , w˚q is
moreover metrizable.

Proposition 57. Let X be normed linear space, X˚ is separable and tfnu is dense in SX˚ . Then pBX , wq is metrizable by the
metric

ρpx, yq “

8
ÿ

n“1

1

2n
|fnpx´ yq|.

Theorem 58. If X is a Banach space, then X is reflexive if and only if pBX , wq is compact. Morevoer, if X is separable then
pBX , wq is metrizable.

Corollary 59. Let X be a Banach space. Then X is reflexive if and only if weak and weak-star topologies coincide on X˚.
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II. Distributions

1. Space of test functions
Lemma 60. Let Ω Ă Rd be open.

(a) Let µ be borel complex (resp. signed) measure on Ω. If
ş

Ω
φdµ “ 0 for every nonnegative φ P DpΩ,Rq, then µ “ 0.

(b) Let f P Lloc
1 pΩ, λq. If

ş

Ω
fφdλ “ 0 for every nonnegative φ P DpΩ,Rq, then f “ 0 a. e. on Ω.

(c) Let µ be borel complex (resp. signed) measure on Ω and f P Lloc
1 pΩ, λq. If

ş

Ω
φdµ “

ş

Ω
fφdλ for every nonnegative

φ P DpΩ,Rq, then f P L1pΩ, λq and µpAq “
ş

A
f dλ for every borel A Ă Ω.

Lemma 61. Let K Ă Rd be compact and G Ă Rd be open, G Ą K. Then there are U Ă G open, U Ą K and φ P DpGq such
that 0 ď φ ď 1 and φ “ 1 on U .

Definition 62. Let K Ă Rd be compact, then the symbol τK denotes the metrizable local convex topology on DpKq generated
by the countable system of norms }¨}N , N P N0, where

}φ}N “ max
|α|ďN

}Dαφ}8, φ P DpKq, N P N0.

Symbol τC8 denotes the topology on C8pRdq generated by the countable system of pseudonorms |¨|N , N P N0, where

|f |N “ max
|α|ďN

}Dαf |Bp0,Nq}8, f P C8pRdq, N P N0.

The end of lecture 12

Proposition 63. pC8pRdq, τC8 q and pDpKq, τKq are Fréchet spaces for every K Ă Rd compact.

Theorem 64. Let Ω Ă Rd be open and nonempty. Put

U “
␣

U Ă DpΩq; U absolutely convex, U X DpKq P τKp0q for every compact K Ă Ω
(

.

Then U is basis of neighborhoods of 0 for a Hausdorff locally convex topology τ on DpΩq, which has the following properties:

(a) For every compact K Ă Ω the space DpKq is closed subspace of pDpΩq, τq and τæDpKq “ τK .

(b) If A Ă pDpΩq, τq is bounded, then there exists K Ă Ω compact such that A Ă DpKq.

(c) Let tφnu be a sequence in DpΩq and φ P DpΩq. Then φn Ñ φ v τ if and only if there exists a compact K Ă Ω such that
suppφn Ă K for every n P N, and for every multiindex α of length d we have Dαφn Ñ Dαφ uniformly on Rd.

2. Space of distributions

Definition 65. Let Ω Ă Rd be open and nonempty. Then DpΩq˚ “
`

DpΩq, τ
˘˚

is the space of distributions. We say Λ is
distribution, if Λ P DpΩq˚.

Proposition 66 (characterization of distributions). Let Ω Ă Rd be open nonempty, Y be HLCS and Λ: pDpΩq, τq Ñ Y is linear.
Then the following conditions are equivalent:

(i) Λ is continuous.
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(ii) Λ is sequentially continuous, that is, Λpφnq Ñ Λpφq whenever φn
τ

Ñ φ.

(iii) For every compact K Ă Ω the restriction ΛæDpKq is continuous.

Morevoer, if Y “ K, then the conditions above are equivalent to the condition

(iv) For every compact K Ă Ω there are N P N0 and C ą 0 satisfying |Λpφq| ď C}φ}N for every φ P DpKq.

Remark: proof was given only for the case Y “ K. The end of lecture 13

Definition 67. Let Ω Ă Rd be open nonempty and Λ P DpΩq˚. If there is N P N0 such that for every compact K Ă Ω there
exists C ě 0 such that |Λpφq| ď C}φ}N for any φ P DpKq, then the smallest N with this propery is called order of the
distribution Λ. If such N does not exist, we say that the order of Λ is infinity.

Examples 68. Let Ω Ă Rd be open nonempty.

(i) For f P Lloc
1 pΩ, λq we define Λf pφq “

ş

Ω
fφdλ, φ P DpΩq. Then Λf is distribution of order 0 and whenever Λf “ Λg

for some g P Lloc
1 pΩ, λq, then f “ g a.e.

(ii) Let µ be borel complex (resp. signed) measure on Ω. We define Λµpφq “
ş

Ω
φdµ, φ P DpΩq. Then Λµ is distribution of

order 0. Whenever Λµ “ Λν for some borel complex (resp. signed) measure ν, then µ “ ν. Whenever Λµ “ Λf for some
f P Lloc

1 pΩ, λq, then µ “ f dλ.

(iii) Let µ be nonnegative borel regular measure on Ω, which is finite on compact sets. We define Λµpφq “
ş

Ω
φdµ for

φ P DpΩq. Then Λµ is distribution of order 0. Whenever Λµ “ Λν for some measure ν, then µ “ ν. Whenever Λµ “ Λf

for some f P Lloc
1 pΩ, λq, then µ “ f dλ.

(iv) Necht’ k P N. We define Λpφq “ φpkqp0q for φ P DpRq. Then Λ is distribution of order k, which is not of order k ´ 1.

(v) We define Λpφq “
ř8

n“1 φ
pnqpnq for φ P DpRq. Then Λ is distribution of order infinity.

Definition 69. Let Ω Ă Rd be open nonempty and Λ P DpΩq˚. For multiindex α of length d we define derivation Dα of the
distribution Λ as a functional on DpΩq given by the formula

pDαΛqpφq “ p´1q|α|ΛpDαφq.

For a functionf P C8pΩq we define multiplication of the function f and distribution Λ as a functional on DpΩq given by the
formula

pfΛqpφq “ Λpfφq.

Lemma 70. Let k P N, f P CkpRdq has a compact support and let α P Nd
0, |α| ď k. Then

ż

Rd

Dαfφdλ “ p´1q|α|

ż

Rd

fDαφdλ

for every φ P DpRdq.

Proposition 71. Let Ω Ă Rd be open nonempty, Λ P DpΩq˚, α P Nd
0 and f P C8pΩq. Then the following holds:

(a) DαΛ P DpΩq˚.

(b) fΛ P DpΩq˚.

(c) For g P Lloc
1 pΩq we have fΛg “ Λfg .

(d) For g P C |α|pΩq we have DαΛg “ ΛDαg .

Theorem 72. Let Ω Ă Rd be open nonempty, connected and Λ P DpΩq˚ be such thatDαΛ “ 0 for every multiindex α satisfying
|α| “ 1. Then there exists c P K such that Λ “ Λc.

Remark: proof was given only for the case d “ 1 and Ω “ pa, bq. The end of lecture 14

Definition 73. Let Ω Ă Rd be open nonempty. By the space of distributions we understand the locally convex space pDpΩq˚, w˚q.

Proposition 74. Let Ω Ă Rd be open nonempty. Then the following holds:

(a) If sequence tΛnu Ă DpΩq˚ converges to Λ P DpΩq˚, then

• DαΛn Ñ DαΛ for every multiindex α P Nd
0,

• fΛn Ñ fΛ for every function f P C8pΩq.
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(b) Suppose we have functions fn, f P Lloc
1 pΩq satisfying

ş

K
|fn ´ f |dλ Ñ 0 for every compact K Ă Ω. Then Λfn Ñ Λf .

(c) If 1 ď p ď 8 and fn Ñ f in LppΩq, then Λfn Ñ Λf .

(d) If φn Ñ φ in DpΩq, then Λφn Ñ Λφ.

Proposition 75. Let Ω Ă Rd be open nonempty and pΛnq be sequence of distributions on Ω such that for every φ P DpΩq the
sequence

`

Λnpφq
˘

is convergent. Then the functions Λ : DpΩq Ñ K given by formula Λpφq :“ limnÑ8 Λnpφq, φ P DpΩq is
distribution on Ω.

Definition 76. Let f : Rd Ñ K. Then we define the rotation of f as a function qf : Rd Ñ K given by the formula qfpxq “ fp´xq

pro x P Rd.

Definition 77. Let Λ be distribution on Rd, y P Rd and φ P DpRdq. Then we define shift of the distribution Λ as a distribution
τyΛ given by the formula τyΛpψq “ Λpτ´yψq, ψ P DpRdq. Moreover, we define convolution of the function φ and distribution
Λ by the formula Λ ˚ φpxq :“ Λpτx qφq, x P Rd.

Theorem 78 (about convolution of a distribution with a function). Let Λ be a distribution on Rd, y P Rd and φ,ψ P DpRdq.

(a) If f P Lloc
1 pRdq, then Λf ˚ φ “ f ˚ φ.

(b) Λ ˚ φ P C8pRdq and for every multiindex α P Nd
0 we have DαpΛ ˚ φq “ DαΛ ˚ φ “ Λ ˚Dαφ.

(c) τypΛ ˚ φq “ τyΛ ˚ φ “ Λ ˚ τyφ.

(d) For x0 P Rd we have Λδx0
˚ φ “ τx0φ. In particular, Λδ0 ˚ φ.

The end of lecture 15

Definition 79. Let U be distribution on Rd. Then we define rotation U as a distribution qU on Rd given by the formula qUpφq “

Upqφq, φ P DpRdq.

Examples 80. We try to define convolution of two distributions by the formula U ˚ V pφq “ UpqV ˚ φq, φ P DpRdq. But, since
qV ˚ φ sometimes does not have a compact support, we need to interpret this formula correctly. Several basic possible ways are
mentioned bellow.

(i) For f P Lloc
1 pRdq, φ,ψ P DpRdq and a multiindex α P Nd

0 we put

pDαΛf q ˚ Λφpψq :“ DαΛf p|Λφ ˚ ψq.

Then DαΛf ˚ Λφ is a distribution and we have pDαΛf q ˚ Λφ “ DαΛf˚φ “ DαpΛf ˚ Λφq.

(ii) Given x0 P Rd and a distribution U on Rd, for α P Nd
0 and ψ P DpRdq we define

U ˚DαΛδx0
pψq :“ Up ­DαΛδx0

˚ ψq, DαΛδx0
˚ Upψq :“ Dαδx0pqU ˚ ψq,

where DαΛδx0
is understood as a functional from pC8pRdqq˚ defined by the formula DαΛδx0

pfq “ p´1q|α|Dαfpx0q for
f P C8pRdq. Then U ˚DαΛδx0

“ DαΛδx0
˚U “ τx0

DαU and so the above are well-defined distributions. Moreover, we
have DαpU ˚ Λδx0

q “ DαU ˚ Λδx0
“ U ˚DαΛδx0

.

(iii) If f, g, f ˚ g P Lloc
1 pRdq, we put for every α P Nd

0

DαΛf ˚ Λgpψq :“ DαΛf p|Λg ˚ ψq, ψ P DpRdq,

where in the formula above we understandDαΛf as a linear functional defined by the formulaDαΛf phq “ p´1q|α|
ş

Rd fD
αh

whenever h P C8pRdq and
ş

Rd fD
αh is convergent. Then DαΛf ˚ Λg “ DαΛf˚g and so the above are well-defined dis-

tributions satisfying DαpΛf ˚ Λgq “ pDαΛf q ˚ Λg .

(iv) If f, g P Lloc
1 pRdq are such that psupp f Y supp gq Ă pR`qd, then f ˚ g P Lloc

1 pRdq.

Definition 81. Aproximative unit in DpRdq is a sequence of functions phjq8
j“1 in DpRdq, satisfying hjpxq “ jdhpjxq for x P Rd

and j P N, where h P DpRdq is nonnegative function and
ş

Rd h “ 1.

Proposition 82. Let phjq be aproximative unit in DpRdq, φ P DpRdq and U be distribution on Rd. Then φ˚hj Ñ φ in the space
DpRdq and ΛU˚hj

Ñ U in the space DpRdq˚.

Remark: proof was given only for the “φ ˚ hj Ñ φ” part.The end of lecture 16
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3. Tempered distributions
For N P N0 and f P Sd put

νN pfq “ max
|α|ďN

›

›x ÞÑ p1 ` }x}2qNDαfpxq
›

›

8
.

The metrizable locally convex topology on Sd generated by the system tνNu8
N“0 we denote as σ.

Theorem 83. pSd, σq is Fréchet space and the topology σ has the following properties:

(a) Let tfnu be a sequence in Sd and f P Sd. Then the following conditions are equivalent:

(i) fn Ñ f in topology σ.

(ii) For every N P N0 and every multiindex α of length d it holds that p1 ` }x}2qNDαfn Ñ p1 ` }x}2qNDαf uniformly
on Rd.

(iii) For every polynomial P and every multiindex α of length d it holds that PDαfn Ñ PDαf uniformly on Rd.

(b) If fn Ñ f in the space pSd, σq, then fn Ñ f in LppRdq for every 1 ď p ă 8.

(c) If α is a multiindex of length d, P polynom on Rd and g P Sd, then mappings f ÞÑ Dαf , f ÞÑ Pf a f ÞÑ gf are continuous
as maps from pSd, σq to pSd, σq.

(d) For any compact K Ă Rd we have σæDpKq “ τK .

Proposition 84. Subspace DpRdq is dense in pSd, σq and for the topology τ we have σæDpRdq Ă τ . In other words, embedding
Id : pDpRdq, τq Ñ pSd, σq is continuous onto a dense set.

Definition 85. Distributions on Rd, which are restrictions of functionals from pSd, σq˚ are called tempered distributions.

Proposition 86. Distribution Λ on Rd is tempered if and only if there are N P N0 and C ą 0 satisfying |Λpφq| ď CνN pφq,
φ P DpRdq.

Examples 87. (a) Every distribution with a compact support (that is, satisfying that there exists a compact K Ă Rd such that
Λpφq “ 0 whenever φ P DpRdzKq) is tempered.

(b) Whenever µ is borel measure satisfying
ş

p1 ` }x}2q´N dµ ă 8 for some N P N0, then Λµ is tempered distribution and
Λµpfq “

ş

Rd f dµ for f P Sd.

(c) Whenever g is measurable function on Rd such that x ÞÑ p1 ` }x}2qN P LppRdq for some N P N0 and 1 ď p ď 8 (This
in particular holds for functions from LppRdq or for functions majorizable by a polynom). Then Λg is tempered distribution,
where Λgpfq “

ş

Rd fg for f P Sd.

Proposition 88. Let Λ be a tempered distribution on Rd, α P Nd
0, g P Sd and P be polynomial on Rd. Then DαΛ, gΛ and PΛ

are tempered distributions as well and the following formulas hold for every f P Sd:

• DαΛpfq “ p´1q|α|ΛpDαfq,

• pgΛqpfq “ Λpgfq and

• pPΛqpfq “ ΛpPfq.

Moreover, mappings Λ ÞÑ DαΛ, Λ ÞÑ gΛ and Λ ÞÑ PΛ are continuous mappings from the space pS˚
d , w

˚q into itself.

The end of lecture 17

Theorem 89. Fourier transform is isomorfism Sd onto Sd. Moreover, for every f P Sd we have

ˆ̂
fpxq “ fp´xq pro každé x P Rd and

ˆ̂
ˆ̂
f “ f.

Corollary 90. For f, g P Sd we have p2πqd{2
xfg “ pf ˚pg. In particular, the space Sd is closed under the operation of convolution.

Definition 91. Fourier transformation of tempered distribution Λ on Rd is defined by the formula pΛpfq “ Λp pfq for f P Sd.

Theorem 92.

(a) If g P L1pRdq, then Λ
pg is tempered distribution and xΛg “ Λ

pg . If g P L2pRdq, then xΛg “ ΛF pgq, where F is the extension of
the Fourier transformation from the Plancherel theorem.

(b) If Λ is tempered distribution on Rd a α P Nd
0, then

9



• zDαΛ “ sαpΛ, where sαpxq “ pixqα, a

• Dα
pΛ “ zmαΛ, where mαpxq “ p´ixqα.

(c) Fourier transformation F of tempered distributions is isomorphism of the space pS˚
d , w

˚q onto itself. Moreover, we have
F4 “ Id.

Definition 93. For Λ P SpRdq˚ and function f P SpRdq we define the mapping Λ ˚ Λφ : SpRdq Ñ K by the formula

Λ ˚ Λf pgq :“ Λpf̌ ˚ gq, g P SpRdq.

Proposition 94. Let Λ P SpRdq˚ and f P SpRdq. Then the following holds.

(a) Λ ˚ Λf P SpRdq˚ and for every α P Nd
0 we have DαpΛ ˚ Λf q “ pDαΛq ˚ Λf .

(b) Λδ0 ˚ Λf “ Λf .

The end of lecture 18

III. Basics on vector integration

1. Measurable mappings
Definition 95. Let pΩ,Aq be a measurable space and X a Banach space. Mapping f : Ω Ñ X is

• borel A-measurable, if f´1pUq P A for every U Ă X open,

• simple measurable, if fpΩq is a finite set and f is borel A-measurable (that is, f “
řn

i“1 xiχAi
where pxiq

n
i“1 P Xn and

A1, . . . , An P A are pairwise disjoint),

• strongly A-measurable, if f is a pointwise limit of simple measurable functions (that is, there are simple measurable
functions psnq such that }snpxq ´ fpxq} Ñ 0 for every x P Ω),

• weakly A-measurable, if for every x˚ P X˚ the mapping x˚ ˝ f : Ω Ñ K is borel A-measurable.

Proposition 96. Let pΩ,Aq be a measurable space and X a Banach space.

(a) Pointwise limit of a sequence of borel A-measurable mappings from Ω to X is borel A-measurable mapping.

(b) For function f : Ω Ñ X we have

f is strongly A-measurable ñ f is borel A-measurable ñ f is weakly A-measurable

(c) If X is separable, then f : Ω Ñ X is strongly A-measurable, if and only if it is borel A-measurable.

(d) Pointwise limit of a sequence of strongly (resp. weakly) A-measurable mappings from Ω to X is strongly (resp. weakly)
A-measurable mapping.

(e) Simple measurable, strongly A-measurable and weakly A-measurable mappings form a vector space.

Definition 97. Let pΩ,A, µq be a space with a complete measure and X be a Banach space. Mapping f : Ω Ñ X is strongly
µ-measurable, if f is µ-a.e. pointwise limit of a sequence of simple measurable functions (that is, there are simple measurable
functions psnq such that }snpxq ´ fpxq} Ñ 0 for µ-a.e. x P Ω). Říkáme, že f : Ω Ñ X je slabě µ-measurable (resp. borelovsky
µ-measurable), pokud je slabě A-měřitelné (resp. borelovsky A-measurable).

Lemma 98. Let pΩ,A, µq be a space with a complete measure, X a Banach space and f : Ω Ñ X . Then f is strongly µ-
measurable, if and only if f is borel µ-measurable and there is E Ă Ω such that µpEq “ 0 and fpΩzEq is separable.

Corollary 99. Let pΩ,A, µq be a space with a complete measure, X a Banach space and fn : Ω Ñ X , n P N is sequence of
strongly µ-measurable mappings, which pointwise converges a.e. to f : Ω Ñ X . Then f is strongly measurable.

The end of lecture 19

Theorem 100 (Pettis theorem). Let pΩ,A, µq be a space with a complete measure, X a Banach space and f : Ω Ñ X . Then the
following assertions are equivalent:

(i) f is strongly µ-measurable.

(ii) f is borel µ-measurable and there is E Ă Ω such that µpEq “ 0 and fpΩzEq is separable.

(iii) f is weakly µ-measurable and there is E Ă Ω such that µpEq “ 0 and fpΩzEq is separable.
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2. Dunford and Pettis integral
Definition 101. Let pΩ,A, µq be a space with a complete measure and X be a Banach space. Function f : Ω Ñ X is weakly
integrable, if for every x˚ P X˚ we have x˚ ˝ f P L1pµq.

If f : Ω Ñ X is weakly integrable and E Ă Ω is measurable, then Dunford integral f over the set E is the point
pDq

ş

E
f dµ P X˚˚ satisfying

´

pDq

ż

E

f dµ
¯

px˚q “

ż

E

x˚ ˝ f dµ, x˚ P X˚.

Proposition 102. Let pΩ,A, µq be a space with a complete measure, X be a Banach space, f : Ω Ñ X be weakly integrable
and E Ă Ω measurable. Then there is a unique x˚˚ P X˚˚ such that x˚˚ is Dunford integral of f over the set E.

Definition 103. Let pΩ,A, µq be a space with a complete measure, X be a Banach space and f : Ω Ñ X be weakly integrable.
If pDq

ş

E
f dµ P X (or more precisely pDq

ş

E
f dµ P εpXq Ă X˚˚) for every E Ă Ω measurable, then we say that f is Pettis

integrable and

pP q

ż

E

f dµ “ pDq

ż

E

f dµ

is the Pettis integral of f over the set E.

The end of lecture 20

3. Bochner integral
Definition 104. Let pΩ, µq be a space with a measure and X be a Banach space. Simple, measurable function f : Ω Ñ X is
Bochner integrable, if for every x P fpΩqzt0u we have µpf´1pxqq ă `8.

If f : Ω Ñ X is simple, measurable and Bochner integrable, then for every measurableE Ă Ω we define the Bochner integral
of f over the set E as

pBq

ż

E

f dµ “
ÿ

xPfpΩqzt0u

µpf´1pxq X Eqx.

Lemma 105. Let pΩ,A, µq be a space with a complete measure and X be a Banach space.

(i) Bochner integrable simple functions form a vector space and the mapping which assigns to a simple integrable function f
its integral pBq

ş

Ω
f dµ, is linear.

(ii) If f : Ω Ñ X is simple, measurable, then f is Bochner integrable, if and only if the function t ÞÑ }fptq} is integrable. In
this case

›

›pBq
ş

E
f dµ

›

› ď
ş

E
}f} dµ for every measurable E Ă Ω.

Definition 106. Let pΩ,A, µq be a space with a complete measure, X be a Banach space and f : Ω Ñ X be strongly µ-
measurable. We say that f is bochner integrable, if there exists a sequence fn : Ω Ñ X , n P N of simple Bochner integrable
mappings such that limnÑ8

ş

Ω
}fn ´ f}dµ “ 0. Then, for every measurable E Ă Ω we define the Bochner integral of f over E

as
pBq

ż

E

f dµ “ lim
nÑ8

pBq

ż

E

fn dµ.

Theorem 107. Let pΩ,A, µq be a space with a complete measure and X be a Banach space.

(a) The limit defining the Bochner integral exists and does not depend of the choice of the sequence pfnq.

(b) Bochner integrable functons form a vector space and the mapping which assigns to every bochner integrable function f its
integral pBq

ş

Ω
f dµ, is linear.

(c)
›

›pBq
ş

E
f dµ

›

› ď
ş

E
}f} dµ for every E Ă Ω measurable and f : Ω Ñ X bochner integrable.

Theorem 108. Let pΩ,A, µq be a space with a complete measure, X be a Banach space and f : Ω Ñ X be strongly µ-
measurable. Then f is bochner integrable, if and only if }f} is lebesgue integrable.

Theorem 109 (about majorizable convergence). Let pΩ,A, µq be a space with a complete measure, X be a Banach space
and fn : Ω Ñ X , n P N be sequence of strongly µ-measurable mappings. Let f : Ω Ñ X be such that fn Ñ f pointwise
a.e., ane let g P L1pµq be such that for every n P N we have }fnptq} ď gptq for a. e. t P Ω. Then f is bochner integrable
and pBq

ş

Ω
f dµ “ lim

nÑ8
pBq

ş

Ω
fn dµ.

Theorem 110 (absolute continuuity of Bochner integral). Let pΩ,A, µq be a space with a complete measure, X be a Banach
space and f : Ω Ñ X be bochner integrable. Then for every ε ą 0 there exists δ ą 0 such that

›

›pBq
ş

E
f dµ

›

› ă ε whenever
E Ă Ω is such that µpEq ă δ.
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Theorem 111. Let pΩ,A, µq be a space with a complete measure, X and Y be Banach spaces, f : Ω Ñ X bochner integrable
and T P LpX,Y q. Then T ◦ f is bochner integrable and for every measurable E Ă Ω we have

pBq

ż

E

T ◦ f dµ “ T

ˆ

pBq

ż

E

f dµ

˙

.

In particular, f is Pettis integrable and pP q
ş

E
f dµ “ pBq

ş

E
f dµ for every measurable E Ă Ω.

The end of lecture 21

4. Lebesgue-Bochner spaces
Definition 112. Let pΩ,A, µq be a space with a complete measure, X a Banach space and 1 ď p ď 8. By Lppµ,Xq we denote
the set of all strongly measurable mappings from Ω into X such that }f} P Lppµq, factorized by the equality µ-a. e.

Moreover, for f P Lppµ,Xq we denote }f}Lppµ,Xq “
›

›t ÞÑ }fptq}
›

›

Lppµq
.

Theorem 113. Let pΩ,A, µq be a space with a complete measure, X a Banach space and 1 ď p ď 8.

(a) Lppµ,Xq is Banach space with norm }f}Lppµ,Xq.

(b) If X is a Hilbert space, then L2pµ,Xq is Hilbert space with the scalar product

xf, gyL2pµ,Xq “

ż

Ω

xfptq, gptqydµ.

Remark: the proof of part (b) was omitted

Theorem 114. Let pΩ,A, µq be a space with a complete measure, X a Banach space and 1 ď p ď 8.

(a) The set of simple Bochner integrable mappings from Ω into X is dense in Lppµ,Xq.

(b) If X and Lppµq are separable, then Lppµ,Xq is separable.

The end of lecture 22

Theorem 115. Let pΩ,A, µq be a space with a complete measure, X a Banach space, 1 ď p ď 8 and q be conjugate exponent
to p. Consider the mapping I : Lqpµ,X˚q Ñ Lppµ,Xq˚, Ipgq “ φg , where

φgpfq “

ż

Ω

gptq
`

fptq
˘

dµptq, f P Lppµ,Xq.

Then the following holds.

(a) The mapping I is isometry.

(b) If pΩ, µq is atomic and p ‰ 1, then I is onto. In particular, ℓqpJ,X˚q is isometric to ℓppJ,Xq˚ for every set J . Moreover, if
µ is σ-additive measure, then the same holds even for p “ 1.

(c) If X is reflexive and p ‰ 1, then I is onto. If µ is moreover σ-additive measure, then the same holds even for p “ 1.

Remark: we proved only the part (a) for p ‰ 1

Theorem 116. Let pΩ,A, µq be a space with a complete measure, X be reflexive Banach space and 1 ă p ă 8. Then Lppµ,Xq

is reflexive.

IV. Convex compact sets
Definition 117. Let C be convex subset of a vector space. We say that nonempty F Ă C is extremal subset of C, if no point
of F is a nontrivial convex combination of points from C, some of which is not in E, that is, if λx ` p1 ´ λqy P F for some
x, y P C and λ P p0, 1q, then x, y P F .

We say x P C is an extreme point of the set C, if txu is extremal subset of C. The set of all the extreme points of C is denoted
as extC.

Fact 118. Let C be a convex set in a vector space and F Ă C. Then the following conditions are equivalent.

(a) F is an extreme subset of C.

(b) If 1
2 px` yq P F for some x, y P C, then x, y P F .

12
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Theorem 119 (Krein-Milman). Let X be HLCS and let K Ă X be compact and convex. Then K “ conv extK.

Definition 120. Let A Ă Rd. By conepAq we denote the set of all nonnegative linear combinations of points from A, where
nonnegative (resp. positive) linear combination of points x1, . . . , xm P A is of the form

řm
i“1 αixi, where α ě 0 (resp. α ą 0)

for every i ď m.

Theorem 121. Let A Ă Rd.

(a) Every nonzero vector from conepAq can be expressed as a positive linear combination of linearly independent vectors from
A.

(b) Every vector from convpAq can be expressed as a convex combination of d` 1 vectors from A.

(c) If A is compact and convex subset, then every point x P A is a convex combination of at most d ` 1 extreme points of the
set A.

The end of lecture 24

Example 122. Let K be a Hausdorff compact space and let P pKq be Radon probability measures on K, that is P pKq “ tµ P

MpKq; µ ě 0, µpKq “ 1u. Then pP pKq, w˚q Ă pMpKq, w˚q is a compact convex set and extP pKq “ tδx; x P Ku.

Definition 123. Let X be HLCS, K Ă X be a compact convex set and µ P P pKq. A point x P K is the barrycenter of the
measure µ (we write x “ rpµq), if for everz continuous affine f : K Ñ R we have

fpxq “

ż

K

f dµ.

Proposition 124. Let X be HLCS, K Ă X be a compact convex set and µ P P pKq. Then there exists a unique barrycenter
rpµq P K of the measure µ.

Theorem 125 (integral representation). Let X be HLCS, K Ă X be a compact convex set and x P K. Then there exists
µ P P pKq satisfying rpµq “ x and µpextKq “ 1.

The end of lecture 25
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