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Dual Functionals
We shall look at the construction of a few dual functionals.
Example 1. Let F' € X*. Then,

F*(z*) = sup(z* — F,x).
reX

It is known from (linear) functional analysis that there exists a xq, ||zo|| = 1 such that (x*—F, z) =
||x* — F||. Then, for 1 = cxg, ¢ >0, z* #£ F,

F (") > (" — F,x1) = c||]z" — F|| = o0 as ¢ = o0

and, thus,
if o* # F

F*(xz*)=0 ifa*=F.

Ezample 2. Choose o > 1 and F(z) = ||z||*. Then,
F(@) =cla”]|77, e=(1—a)a /o,
Proof.
F(2%) < sup([la”|[[J«]| = [[=]|*).
zeX

For t > 0 we define the function:
f(t) = [l™ ||t — ¢

Since f(0) = 0 and f(t) — —oo as t — —+oo then the function f achieves its maximum at the
point tq:

1, ., 1/(a—1) o -
o= (E) L s =l TN, o= (- e

and, thus,
F*(2*) < cfja™ ||/

We have proven that F*(z*) is less than or equal to the desired definition, so we just need to show

it is also greater than or equal to the definition. Construct xg € X, ||zg]| = 1 such that
(%, o) = [l7]|
and define
L 1 1/(a—1)
n=ka, k=l (2)
!
then,
F(*) 2 (@%, 1) — o |© = e[|/, e =(a—Tja~"eD,



We state the following two theorems for potential operators.

Theorem 3.20. Let A: X — X* be a strictly monotone, coercive, potential operator. Then, there
exists an inverse operator A™1, which is a strictly monotone potential operator. The functional F,

1
F(z) = / (Atx, ) dt, r e X,
0
is the potential of A and for any v € X and z* € X

F*(z*) = F*(0) + /Ol(x*,A_ltx””> dt, F*(0) = —F(A™0),

0< F(z)+ F(z") — (2%, z),
0=F(z)+ F*(Ax) — (Az, z),

where F* is the potential of A~!.

Lemma 3.21. Let A: X — X* be a strictly monotone, coercive, potential operator with potential
F. For any f € X* there exists a unique solution u € X of Au = f which minimises the potential
of the problem G = F — f and

Gu) = F(u) = (f,uw)

1
= gél)r{l (/0 (Atv,v) dt — (f, v))
1
—/ <f,A*1tf>dt+/ (AtA'0, A710) dt.

1
0 0

Exercises

1. Choose F(z) = ||z||. Show that

0 <1
F*(x*):{, o]l < 1,

+oo, |lx*|| > 1.
Hint. Use the estimate that

F*(a") < sup([lz*|| — 1)
zeX

2. Prove Theorem 3.20 and Corollary 3.21.



