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Abstract
It was shown in Bérta et al (2012) that every ordinary differential equation with a strict Lyapunov
function is a gradient system for an appropriate Riemannian metric. We extend this result to evolution
equations in Hilbert spaces including most of PDEs. We further study extensions of the gradient
structure to stationary points.
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1 Introduction

It was shown in Bérta et al (2012) that every ordinary differential equation (even on a Riemannian
manifold) with a strict Lyapunov function is a gradient system for an appropriate Riemannian metric.
In particular, if an ODE

i+ F(u)=0 (ODE)

is given and E is a strict Lyapunov function for (ODE), i.e. (VE(u), F'(u)) > 0 whenever F(u) # 0, then
we can find a Riemannian metric r such that the gradient of E with respect to r is equal to F, i.e.

V, E(u) = F(u),

where V,E(u) is defined by (V,E(u),v) = E' (u)v for every v € R™.

The main result in Bérta et al (2012) remains valid if F' is a contiuous operator on a Hilbert space H
(with the same proof and the same setting). In the present paper we extend the result to unbounded
operators, i.e. F' continuous from a Hilbert space W <« H to H. The proof is still the same but the
settings change.

Unlike Barta et al (2012), we prove existence of the gradient structure on the whole domain including
stationary points, if they are non-degenerate. For ODE’s this was done in Bily (2014). The problem was
then further studied in Brooks and Maas (2024) and it was shown e.g. how to construct a smooth gradient
metric. However, some questions concerning stationary points from Bérta et al (2012) have remained
unanswered. We give (negative) answers to some of them here.

The idea of finding an appropriate metric on a Hilbert space to interpret a given PDE as a gradient
system occurs, e.g. in Jordan et al (1998) (Fokker-Planck equation), Heida (2015) (Allen-Cahn equation,
Cahn—Hilliard equation), Erbar (2024) (Boltzmann equation), Erbar and Maas (2014) (discrete porous
medium equation), Erbar et al (2022) (equations on graphs, McKean—Vlasov equation).
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The paper is organized as follows. Section 2 contains definitions, settings, and the main result. Section 3
deals with existence of gradient metric at non-stationary points while Section 4 focuses on a neighborhood
of stationary points. Section 5 contains some examples and counterexamples.

2 Settings and the main result

Let W — H be two infinite-dimensional Hilbert spaces and let the embedding be dense. Let M be an
open subset of W. Consider an evolution equation

o+ F(u) =0, (1)

where F': M — H is continuous. By N we denote the set of stationary points N = {u € M : F(u) = 0}.
Moreover, we assume that E € C(M) is a Lyapunov function to (1) according to the following definition.
Definition 1 (strict Lyapunov function). We say that E € C*(M) is a strict Lyapunov function to (1)
if for every w € M

(i) E'(w) extends to a bounded linear functional on H and
(i) E'(w)F(w) > 0 provided w € M \ N.

Here, E'(w)F(w) is the extended linear functional E'(w) : H — R applied to F(w) € H. Condition (i) in
fact says that there exists a gradient of E on M (by the Riesz representation theorem); see the definition
below. An inner product on H is a continuous bilinear form from H x H to R that is symmetric and
positive definite.

Definition 2 (gradient). Let w € M and let g be an inner product on H. Let uw € H satisfy (u,v), =
E'(w)v for all v e H. Then we say that u is a gradient of E in w with respect to g, i.e. u= V E(w).

If a gradient exists, then obviously it is unique. We denote by Inner(H) the space of all inner products
on H with the topology of strong convergence, i.e. g, — g means (u, v)gn — (u, v)g for all u, v € H.
Definition 3 (metric, gradient metric, gradient system). Any continuous mapping r : M — Inner(H) is
called a metric on M. If V. E(w) = F(w) for all w € M, then r is called a gradient metric on M. If
there exists a gradient metric v to (1), then (1) is called a gradient system (with respect to the metric r).
Observe that continuity in this definition means: if [w, — w([w — 0, then (u,v),(,, ) = (u,v),,, for all
u, v € H. By Observation 22, this is equivalent to <“nv”n>r(wn) — (u,fu)r(w) for all w,, — u, v, — v in
H. Let us also note, that the norm associated with an inner product is not necessarily equivalent to the
original norm of H. In particular, r(wj ), r(ws) are not necessarily equivalent.

Let us define uniform continuity of a metric, this notion is needed below.

Definition 4. We say that a metric v is norm-continuous at u, if

sup <xvy>r(u”) - <.13, y>r(u) =0
llll Iyl <1

whenever u, — u in W.

Let r be any metric on M and E e CY(M). Let us define F = V,E. Then obviously F : M — H is
continuous and E is a strict Lyapunov function for equation (1) (see Observation 22). The main result
states in some sense the opposite implication. Before we formulate it, let us write down one more definition
Definition 5 (non-degenerate stationary point). Let us consider equation (1) with a strict Lyapunov
function E. We say that a stationary point w € N is non-degenerate, if E'(w) = 0, F'(w) and B (w) exist,
F'(w) has a bounded inverse F'(w)~* : H — W, and the mapping ®,, : (X,Y) — (E"(w)F'(w) 1 X)Y
belongs to Inner H and the associated norm is equivalent to the norm of H.

Theorem 6. Let M C W, F : M — H continuous, E : M — R be a strict Lyapunov function for (1),
and let each w € N be non-degenerate. Then there exists a gradient metric g on M.

Proof. Stationary points of F' are isolated, since otherwise they would have an accumulation point w,
F(w) = 0 and necessarily either F’(w) = 0 or F'(w) does not exist, which is a contradiction in both cases.
So, we can cover M by open sets each of them containing at most one stationary point, and consequently
exactly one. Let us denote G, the open set containing the stationary point w. Then consider a partition
of unity (p,,) subordinate to this cover. On each G, we define a gradient metric g,, by Theorem 12.
Then g =Y., pwgw is obviously a gradient metric on M. O



Remark 7. 1. A gradient metric on M \ N exists even without the non-degeneracy condition. The
gradient metric is not unique. Each metric on M\ N (and each Lyapunov function) yields a gradient
metric on M \ N, these gradient metrics are different (in general), see Theorem 9 for details.

2. Problem of extending the gradient metric to stationary points is more delicate. For fized E the gradient
metric at stationary points is unique, see Proposition 14. But it may vary with E. Non-degeneracy of a
stationary points is not a necessary condition for existence of a gradient metric on M. At degenerate
stationary points, existence of a gradient metric depends on the choice of a suitable Lyapunov function
in some cases, in other cases gradient metric does not exist for any Lyapunov function. For more details
see Section 4 and examples and counterexamples in Section 5 where this topic is discussed.

Remark 8. Througout the paper we assume H, W to be infinite-dimensional. However, the results
remain true in finite-dimensional case, there is only one restriction in Proposition 18 where we need
dim W > 3 in the backward implication.

3 Gradient metric at non-stationary points

Theorem 9. Let M C W, F: M — H continuous, and let E : M — R be a strict Lyapunov function
for (1). Then there exists a gradient metric g on the open set

M := M\ N.

Proof. By assumption (ii) in Definition 1, 0 # F(w) ¢ ker E'(w) and ker E'(w) # H for every w € M.
As a consequence, for every w € M we have

H =kerE'(w) & (F(w)). (2)
For every u € H and w € M let us define

(E'(w), w)
(B (w), F(w))

E'(w), u)

F(w) and wu,; = T (w), F(w)

Uy = U —

Then w0 € ker E'(w), uy,1 € (F(w)) and the mappings w + U0, w + Uy, are continuous from W to H.
Now we choose an arbitrary metric r on H. Starting from this metric, we define a new metric on M by
setting

1 ! !
<U7U>g(w) = (Uuo, Uwo>r(w) + M (E'(w), u) (E'(w), v) @

= (Uw0, Vw0) () + T, F) (B (w), tw1) (E'(w), v1) -

Precisely at this point we use the assumption that E is a strict Lyapunov function, that is, (E’, F') > 0 on
M , because this assumption implies that g really is a metric (in particular: positive definite). Continuity
of g follows from continuity of the mappings w + w0, W > U1, Observation 21 and continuity of r, E’
and F.

By definition of the metric g and by definition of the gradient V,E, we have for every v € H, w € M

(F(w),v) gy = 0+ (E'(w), ) = (Vg E(w),v)

g(w g(w)’

so g is a gradient metric on M. O

Remark 10. 1. One can see from the proof that the metric g is not unique, different r’s in general yield
different g’s. On the other hand, every gradient metric comes from some r via the construction described
above. In fact, if v is a gradient metric, then g defined in the proof of Theorem 9 is equal to r.

2. If || - l(w) s equivalent to || - ||z then also || - ||gw) is equivalent to these norms (and, in particular, it
is complete). On the other hand, if || - ||;(w) s not equivalent to || - ||, then || - ||4(w) can, but does not
have to, be equivalent to || - ||, (). See Proposition 11 for more details.
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Proposition 11. Let w € H. Let us denote || - || the standard norm in the Hilbert space H, let r be
an inner product on H and let g be defined by (4), (3) (with g = g(w), r = r(w)). We denote by ~
equivalence of two norms and by 2 the fact that the norm on the left is bounded above by the norm on
the right but not equivalent. Then the following holds.

LAfA[ Al ~ - then (]l ~ 1 lg-
2. If | - |I» 2 || - || and ker E'(w) is closed in H w.r.t. || - ||, then || - ||» ~ | - ||g-
3. If||-llr 21 - || and kerE'(w) is not closed in H w.r.t. || - |, then |- |l» 2| -|lg 2 || - || and ker E'(w)

s closed w.r.t. g.

Proof. 1. and 2. It is well known that if H = G @ R and G is a closed subspace of codimension 1 of
a normed linear space H with the norm inherited from H, then it has a topological complement, and
therefore || - |3 ~ || - & + 1| - I

3. Since w is fixed, let us write E’, F instead of E'(w), F(w). Since H is a Hilbert space, the projections
to KerE' and (F) are continuous, so for z = u + dF, d € R we have ||z||? = |ju]|?2 + d*(E', F) <
cllull*+[|dF[; < cllz]|?. Further, [[2]7 < ([[ull-+[ldF)* < (lullg+elldFlg)* < 2(|ull3+[dF[7) = 2] 2[l,-
So, |-l =<1~ llg < [+ [I- Obviously, since |- [lg = [[ - [l- Z [|- || on kerE" we have | -l 2 |- |-
Finally, since ker E’' is not closed w.r.t. v, we have ker E’MT = H. So, there exists u, € kerE' with
u, — F in r. However, |lu, — F|? = |[u,||} + (B, F) — ||[F||? + (E',F) # 0. Hence, || - ||l 2 || - ll4-
Finally, if z # kerE’, then z = u + dF for some u € kerE', d € R. Then for all v € kerE’ we have
[z —v[|Z = lu—v|? + d*(E', F) > d*(E', F), so z is not in the g-closure of ker E'. O

4 Extension to stationary points

In this section we show that gradient metric can be extended to stationary points if they are non-
degenerate.
Theorem 12. Let N = {w} and let w be non-degenerate. Then there exists a gradient metric on M.

Proof. Let us consider a constant metric r defined by (a:,y)r(u) = ®,,(x,y). Then apply Theorem 9 to
define g on M \ {w} and the following Proposition to extend g to w. Obviously, the assumptions of the
following Proposition are met since r is norm-continuous and satisfies (x, y>7,(w) =, (z,y). O

Proposition 13. Let N = {w} and let w be non-degenerate. Let r be a metric on M and let g be
the gradient metric on M \ {w} defined in the proof of Theorem 9. Moreover, assume that r is norm-
continuous at w. Then g has a contiunuous extension to w, if and only if (x,y) = P, (x,y). In this

case, (x,y}Q(w) =, (z,y)

r(w)

Proof. Let us assume (without loss of generality) that w = 0. Take p > 0 such that B(0,p) ¢ M U {0}.
Take an arbitrary u € W, u # 0 and fix § > 0 such that ju € B(0, p). Then for every € H and every
€ (—0,9), h # 0 we have
(F(hu) = F(0), ) 10y = (F (1), 7)1y = (VoE(hU), ) 1,y = E'(hu)z = E'(hu)z — E'(0)2.

Dividing by h and taking limit for A — 0 we obtain

lim <;L(F(hu) - F(O)),J;> — (B (0)u)a.

h—0 g(hu)

Let us first assume that g has a continuous extension to zero. Then g(hu) — g(0) and 3 (F(hu)—F(0)) —
F'(0)u in H, so by Observation 21 we have

(F'(0)u, ) 40y = (E"(0)u)a. ()

Since F'(0) : W — H is a bijection we have (v,z) ) = (E”(0)F"(0)"tv)z = ®g(v,z) for all z, v € H.
Further, we follow Bily (2014) to show (z,y) ) = (%), for all #, y € H. Let us fix z, y € H. By



definition of g we have for every u € W and for every small enough real h # 0

< ay>g(hu) - <E/(hu),F(hu)>F(h )ay <E/(hu>,F(hu)>F(h )>T(hu)
1

+ (), F(ha)) (E'(hu), z) (E' (hu), y)

E (hu) E'(hu)
S <E<’<h“}; F(i)> <F(’};U)’y>r<u> : <E<(f"}; F(ZE)> <F(ZU)’y>r<u> (6)

h > h

+

(T o) (B y) <F(hu) F(hu)>
r(u)

<]E/(}};u),F(}}LLu)><]E'(£Lu)’F(}};u)> i
! E' (hu) E' (hu)
+<w F<hu>>< h x>< h y>
h > h

Taking limits we obtain

(E"(0)u, ) (F'(0)u, y), o) (E"(0)u, y) (F'(0)u, z),. g

<$7y>g(0) = <I7y>r(0) - (E"(0)u, F'(0)u) - (E"(0)u, F"(0)u) o
(E"(0)u,z)  (E"(0)u,y) (F'(0)u, F'(0)u), ) L (E"(O)u, ) (E" (0)u, )
(E"(0)u, F'(0)u) (E"(0)u, F'(0)u) (E"(0)u, F'(0)u)
By (5) we have
3 (F'(0)u, )y 0) (F'(0),y) ) (F'(0)1,9) g ) (F'(0)u, ),
<£L’,y>g(0) - <$7y>r(0) - F'(0)u - F'(0)u
17 (0)ullg0) 17 (0)ull g0y (8)
(F"(0)u, ) 40y (F"(0)u, y) g0y 1 E (O)ullrio)  (F'(0)u, ) gy (F" (0)u, ) 50
I1E7(0)ullg(0) 17 (0)ullg0) 1" (0)ullg(0) '

Now, let us choose u such that (F'(0)u,z),o = 0 and (F'(0)u,y) ), = 0. This yields (z,y) ) =
(z, y>r(o)-

To show the second implication let us fix x, y € H and prove lim,_,q (a:,y>g(u) = (z,y>r(0). We again
follow the proof for finite-dimensional setting in Bily (2014). By definition of g(u), uw € M \ {0} we need
to estimate

_(E'(u)y) u (E'(u), z) (B (u),y) N
(E'(u), F(u)) F( )>T(u) + (E (u), F(u)) ( ay>7~(0)

| < _ B e

(B (u), F(u))

Since (z, y)T,(u) — (z, y>7,(0) it remains to show that the following expressions tend to zero

E ) [,
(E/(u), F(u)) ((E (w),y) — <F(u),y>7(u)) ’

(B (u), y) /
(E/(u), F(u)) ((E (u),z) — <F(u>7x>r(u)) 7 o
(B (w), ) (E'(u), y) s e

<]E’(u),F(u)>2 (”F(“)”r(u) (E'(u), F( )>)|
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We have E'(u)

= B'(0)+E"(0)uto(||ullw) = llullw (E"(0)a+o(1)) and F(u) = F(0)+F"(0)uto(|uflw) =
l[ullw (F"(0)a + o(1

)) where 4 = Talew - Therefore,

(B (u), z) (E”(0)a, z) + o(1)

[l (E(u), F(w))  (E"(0)a, F'(0)a) + o(1)

and the right-hand side is bounded by a constant independent of @ since
(E"(0)a, F'(0 <]E” F'(0)"'F'(0)a, F’(O)&> = ®g(F'(0)u, F'(0)a) > || F'(0)a| > ¢ >0
since F’(0) has bounded inverse and ||@|w = 1. Similarly, the term

(E(u), F(u))”

is bounded. Further, we have

m (F(W), )y = (F'(0)@, y),y + 0(1)
= (F(0)%, ),y — {F7(0)8, y)y o) + (F"(0)2, 9} 0) + 0(1)
= (F'(0)@,Y),(y = (F'(0), ), 0y + (E"(0)@, ) + o(1)
Hence,
W (B () ) = {F ) U] = ’<FI(O)”’y>r(u) (F'(0)a,y), () +o(1)

which tends to zero by norm-continuity of r. So, the first term in (9) converges to zero and the same is
obviously true for the second term.
Convergence to zero of the third term follows from boundedness of (10), the following equalities

||u1%V<|| (W)l — (E )F<“)>> = (F'(0)a, F'(0)),. ) — (E"(0)@ F'(0)@) + o(1)

= (F(0), F'(0)i), ) — (F'(0)it, F'(0)a), ) + o(1)

and norm-continuity of . O

One can see from the proof that one implication of Proposition 13 holds under weaker assumptions on
the stationary point w. Namely, norm-continuity of r is not needed and we also do not need that the
norm associated with ®,, is equivalent. The following proposition is an immediate consequence of the
proof of Proposition 13

Proposition 14. Let N = {w} and let E'(w) = 0, F'(w) and E"(w) exist, cmd F'(w) has a bounded
inverse F'(w)™' : H — W. Let g be a gradient metric on M, then (x y) b, (z,y). If, moreover, g
comes from a metric r on M\ {w} as in the proof of Theorem 9, then <x ) ) = &, Y) () = Pu (@, y).

5 Examples

This section is devoted to examples and counterexamples demonstrating necessity and non-necessity of
various assumptions of the results proved in previous sections and other related phenomena.

The following example shows that various r’s and various Lyapunov functions yield various gradient
metrics in non-stationary points.

Example 15 (Heat equation). Let us consider the heat equation

up—Au =0 (11)



with Dirichlet boundary conditions on a bounded domain Q) C R™ with Lipschitz boundary. This fits in
our settings with H = L?(Q), M = W = H}(Q) N H?(Q) and F(w) = —Aw. It is known that (11) is
a gradient system for E(w) = %fQ |Vw|? and r being the scalar product on H. On the other hand, one
can consider r1 defined as (u,v),(,,) = Jo 1+ |lz)u(z)v(z)de and obtain a gradient metric on M \ {0}
given by

(1) 1) = /(1+Hx||)uv+ ”Al E <—/Vqu/(1+||a?)VwVv

f/VwVv/(lJr ||:z:|)Vqu+/Vqu/VwVv>
T AR AGT
++—— [ VwVu [ VuVo [ (14 ||z|)AwAw
[Aw]*

or one can replace the term ||z|| by ||w|| to get a non-constant metric r2 and the corresponding gradient
metric g2.

Further, one can consider E(w) = 3 [, |w|* which is another Lyapunov function for (11) and keep the
original r. By Theorem 9, there exists a gradient metric g on M \ {0} for this Lyapunov function and
the gradient metric is given (for w # 0) by the formula

<u,v>g(w):aw/uv—/uw/vAwf/vw/quJr— uw/

where a,, = fwAw, by =1+ waAw (all integrals over Q). It is not immediately clear whether this g

can be extended to the origin.

The following example shows that it can happen: 1st For various Lyapunov functions there exist gradient

metrics extendable to stationary points. 2nd Not every gradient metric is extendable to stationary points,

one needs to choose r appropriately. 3rd Some gradient metrics are not equivalent to the original norm

on H. 4th For some E the unique gradient metric at stationary points is not equivalent to original norm

on H. 5th For some E no gradient metric at stationary points exists (for any metric r).

Example 16 (1D heat equation as multiplication operator). Let us consider the Dirichlet Laplacian
n [0,1] and represent it via Fourier series. So, H = 1>, M = W = {u € I? : (n?u(n)) € 1%},

1. The most natural Lyapunov function for this problem is E(u) = %Zn2u(n)2, which corresponds to

1 [|Vul? and F(u) = VE(u) w.r.t. (z,y) =Y z(n)y(n).

2. Let us now consider E(u) = £ 3 u(n)?, which corresponds to 1 [ |u|?. Then

E' (u)x = Zu(n)m(n) = (V4E(u),2), ) -

To get a gradient system, we need the previous epression to be equal to (F(u), ). We can define
(2, 9) gy = 22 Lz(n)y(n), then (F(u), @)y = 22 Ln?u(n)z(n) = E'(u)z. So, & = F(u) is a gradient
system on W w.r.t. metric g, but the norm associated with g is not equivalent to the norm on H,
it is mot complete. Further, we have (E"(0)u)v = Y u(n)v(n) and F'(0)u = (n?u(n)), so ®o(z,y) =
(E"(0)F~1(0)z)y = 3" La(n)v(n). So, we can see that in this case a gradient metric exists on M even
if the norm associated with ®¢ is not equivalent.

3. Now, let us still consider E(u) = £ > u(n)? but take r as (2, 9) ) = 2o 2(n)y(n) and the gradient
metric g as in the proof of Theorem 9. Then the corresponding metric g cannot be extended to the origin,
by Proposition 14.

4. Let us now consider E(u) = 3u(1)* + 3 37, n*u(n)?. Obviously, this is a Lyapunov function, since
E'(u)F(u) = u(1)* + 307, n*u(n)?> > 0 if u # 0. So, there exists a gradient metric g on M \ {0}.
However, ®o(z,y) = (E"(0)F'(0)'a)y = Y07, 5 n2x(n)y( ) which is positive semidefninite bilinear
form. Therefore, there is no gradient metric on the whole M by Proposition 14, e.q. for any r, the g
associated to r cannot be extended to the origin.

The following proposition provides examples where gradient metric cannot be extended to stationary
points not only for any choice of r but even for any choice of a Lyapunov function. The example is finite-
dimensional but can be easily extended to the infinite-dimensional case by adding further coordinates.
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Typically, if there are orbits in the shape of spirals around the stationary point, then the extension of g
is impossible. This is often the case of second order equations with damping.

Proposition 17. Let F € C*(R"™) be such that F(0) = 0 and F'(0) is a reqular matriz with at least
one eigenvalue having non-zero imaginary part. Then there does not exist a gradient metric on any
neigborhood of 0 for any Lyapunov function E € C2.

Proof. Let us assume for contradiction that a Lyapunov function E € C? and a gradient metric g exist
on a neighborhood of zero. Then, by Proposition 14 is the matrix A = E”(0)F’(0)~! symmetric positive
definite. In particular, it is invertible and F’(0) = A~'[E”(0). However, on the right-hand side is a product
of two symmetric matrices where the first of them is positive definite. Such product has necessarily real
spectrum which is a contradiction. O

Example 18. Let us consider F(z,y) = (—y,2x —2y). Then F'(0) = <g :1) with eigenvalues —1 £ 1.

Then E(x,y) = 22% + y? — exy is a strict Lyapunov function if ¢ > 0 is small enough. So, there exist
many Lyapunov functions and many gradient metrics on R? \ {(0,0)}. So, there are many ways how to
write (z,7) = F(x,y) as a gradient system on R?\ {(0,0)} but it is not possible to write it as a gradient
system on R? (with C? Lyapunov function).

The following example shows that non-degeneracy of a stationary point is not a necessary condition for
existence of gradient metric. In particular, gradient metric may exist even if F’(0) is not invertible. In
fact, here F' is a bounded operator and the example works even if restricted to a finite-dimensional space.
Example 19. Let H = 2, M = W = H, F(u) = (u(1)3,u(2),u(3),...). Then F'(0)u =
(0,u(2),u(3),...), so F'(0) is not invertible. Let us further define E(u) = tu(1)* 4+ 3 3°°7 , u(n)?. Then
E'(u)v = u(1)?v(1) + >0 s u(n)v(n). So, VE(u) = F(u) w.r.t. the standard inner product on I* for all
u € 12. So, if we take v equal to the standard inner product, then g = r on 12, in particular g can be
extended to the origin although F'(0) is not invertible and definition of ®¢ does not have sense.
Example 20 (Damped wave equation). Let us consider the wave equation with linear damping

U + Up — Au = 0, (12)

or more generally
u + g(ug)us + VE(u) =0 (13)

on a bounded domain Q C R™ with smooth boundary. We can represent this problem as (1) as follows

% (5) + (g(v)v —i_—UVE(u)> =0 (14)

where the second vector is F(u,v). We take H = H}(Q) x L*(Q), W = (H3(Q) N H%(Q)) x H}(Q) and
assume that E € C*(H}(Q)) with E'(w) extendable to a bounded functional on L*(Q)) (then VE(w) is
defined) for each w € HE(Q) N H?(Q). Then F is continuous from W to H, if v — g(v)v is continuous
from H} to L? and VE is continuous from (Hg(2) N H?(Q)) to L?.

Here the first condition is satisfied if g(v)(z) = g(v(x)), § continuous with |§(v)| < c|v|ﬁ. In fact, in
this case the Nemytskii operator v — vg(v) is continuous from L9 to L? for q = % (see e.g. (Appell
and Zabrejko, 1990, Section 5.2)) and it holds that Hi < L9.

It is easy to show that

1
Ex(u,0) = 3ol + E(u)
is a Lyapunov function for (14) which is not strict. One can show that (under additional assumptions)

E(u,v) = Ei(u,v) + eB(Eq(u,v)) (VE(u),v)_,

is a strict Lyapunov function for an appropriate function B and € > 0 small enough. In particular, if
g(v) = |v|* and E satisfies the Lojasiewicz gradient inequality

|E (w)| > ¢|E(u) — EQ0)|'?



and ||E'(uv)| < C||E(u) — E(0)||'/2, then B(s) = s” with § = (1 —0). This (slightly more general) result
is shown in Hassen and Harauz (2011), for a further generalization you can see Bdrta (2016). In fact,
denoting

for a solution (u(-),v(-)) of (14), we have

(E (u, v), F(u, v)) = —E (u, v) (Z) — _H'(t)

and it is shown in (Hassen and Harauzx, 2011, proof of Theorem 2.2), resp. (Bdrta, 2016, proof of Theorem
2.1) that —H'(t) > 0, whenever (VE(u),v) # (0,0), i.e. F(u,v) # 0.

Therefore, equations (12) and (13) (under the assumptions from Hassen and Harauzr (2011) or Bdrta
(2016)) are gradient systems on the set where F # 0 by Theorem 9.

There is no gradient metric on the whole domain for the Lyapunov function E defined above, since
E”(F")~! is not symmetric in stationary points. In fact, stationary points are (u,0) where VE(u) = 0.
Then

F'(u,0) = <g,?0) E;(lu)> and F'(u,0)~! = 9'20) (;E;,%)) (1)) .
Further,
E" (u,0) = (E”O(“) (1)> ife=0,

E"(u)g'(0)E" (u) E"(u)

E" (u,0)F' (u,0)~" = ( 5 0

)+o(1) as e — 0.

Hence, the bilinear form is not symmetric.

6 Appendix

Observation 21. (i) (uniform boundedness principle for bilinear forms) Let A be a set of bilinear forms
on H. If for every u, v € H the set {a(u,v): a € A} is bounded, then {||a|| : a € A} is bounded.

(i1) (continuity of a Riemannian metric) Let r be a Riemannian metric V. — Inner(H). Let w, — w in
V, vy 2 vin H and u, — win H. Then (un, Un) ., ) = (U 0) (-
Proof. (i) Since a(u, -) are linear mappings, we have for each fixed u boundedness of {||a(u,)| : a € A}.
Since the mappings L, : u — a(u,-) are linear and {L,(u) : a € A} is bounded for every u € V,
boundedness of {||Ly]| : a € A} follows and this is exactly what we need.

(ii) Let us estimate

| <Um Uﬂ>r(wn) - <uav>r(w) | < ‘ <unavn>r(wn) - <Um U>T(wn)
+ | <un7v>r(wn) - <u’v>r(wn) |
+ | <u7v>r(wn) - <u7v>r(w) |

Here the first term on the right-hand side is estimated by

Sup [[un ||z sup |7 (wn) || i x rllvn = vll#,

where the second supremum is finite due to boundedness of {(u,v),(,, ) : n € N} for every fixed u,

v € H (follows from strong continuity of r) and (i). The other two terms on the right-hand side can be
estimated analogously, so convergence to zero follows. O

Observation 22. IfE € C'(M), F: M — H and F(w) = V,(E(w) for every w € M, then E is a
strict Lyapunov function for (1).
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Proof. Since V,(,)E(w) exists, E'(w) can be extended to a bounded linear functional on H as follows

E'(w)h = (V@) E(w), h>r(w). Further,
E’(w)F(w) = <Vr(w)E(w)7F(w)>r(w) = <Vr(w)E(w), Vr(w)E(w»T(w) > 0,
whenever 0 # V,., E(w) = F(w). O

Declaration

e Funding: This study was funded by the Czech Science Foundation project 20-11027X.
e Conflict of interest/Competing interests: The authors have no relevant financial or non-financial
interests to disclose.

References

Appell J, Zabrejko PP (1990) Nonlinear Superposition Operators. Cambridge University Press, Cam-
bridge

Bérta T (2016) Decay estimates for solutions of an abstract wave equation with general damping function.
Electronic Journal of Differential Equations (334):1-17

Bérta T, Chill R, Fasangovd E (2012) Every ordinary differential equation with a strict lyapunov
function is a gradient system. Monatshefte fiir Mathematik 166:57-72. https://doi.org/10.1007/
s00605-011-0322-4

Bily M (2014) Transformation of odes into gradient systems in stationary points. Bachelor’s thesis,
Charles University

Brooks M, Maas J (2024) Characterisation of gradient flows for a given functional. Calculus of Variations
and Partial Differential Equations 63:Article 153. https://doi.org/10.1007/s00526-024-02755-2

Erbar M (2024) A gradient flow approach to the boltzmann equation. Journal of the European
Mathematical Society 26:4441-4490. https://doi.org/10.4171/JEMS/1349

Erbar M, Maas J (2014) Gradient flow structures for discrete porous medium equations. Discrete and
Continuous Dynamical Systems 34(4). https://doi.org/10.3934/dcds.2014.34.1355

Erbar M, Forkert D, Maas J, et al (2022) Gradient flow formulation of diffusion equations in the
wasserstein space over a metric graph. Networks and Heterogeneous Media 17(5):687-717. https:
//doi.org/10.3934/nhm.2022023

Hassen IB, Haraux A (2011) Convergence and decay estimates for a class of second order dissipative
equations involving a non-negative potential energy. Journal of Functional Analysis 260(10):2933-2963.
https://doi.org/10.1016/j.jfa.2011.02.010

Heida M (2015) On systems of cahn-hilliard and allen—cahn equations considered as gradient flows in
hilbert spaces. Journal of Mathematical Analysis and Applications 423:410-455. https://doi.org/10.
1016/j.jmaa.2014.09.046

Jordan R, Kinderlehrer D, Otto F (1998) The variational formulation of the fokker—planck equation.
STAM Journal on Mathematical Analysis 29(1):1-17

10


https://doi.org/10.1007/s00605-011-0322-4
https://doi.org/10.1007/s00605-011-0322-4
https://doi.org/10.1007/s00526-024-02755-z
https://doi.org/10.4171/JEMS/1349
https://doi.org/10.3934/dcds.2014.34.1355
https://doi.org/10.3934/nhm.2022023
https://doi.org/10.3934/nhm.2022023
https://doi.org/10.1016/j.jfa.2011.02.010
https://doi.org/10.1016/j.jmaa.2014.09.046
https://doi.org/10.1016/j.jmaa.2014.09.046

	Introduction
	Settings and the main result
	Gradient metric at non-stationary points
	Extension to stationary points
	Examples
	Appendix

