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Motivation (goal)

To push method in wide usage, it is not sufficient to have good
method. You need to have the whole package of methods,
diagnostics and tests around it.

We want to build this "package" around LWS method (which is
method for robust regression).

Goals:

• We want to find variant of this method in case of multicollinearity
• Investigate and understand the situation in data with

contamination together multicollinearity
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Regression task

Notation:
Linear regression model: Yi =

pX
j=1

xijβ
0
j + ei , i = 1, 2, ..., n.

Classical method:

Least Squares (LS)

b = argmin
β∈Rp

nX
i=1

r2
i (β).

Example (Loss function of the LS estimate, 2 regressors)

ββ1

ββ2

b1

b2

←
Pn

i=1(Yi − x1iβ1 − x2iβ2)
2 =

Pn
i=1 r2

i (β)

← Loss function of LS is quadratic

← (b1, b2)
′

= b denote LS estimate – the minimal
value of loss function
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Assumptions

LS estimator is simple and widely used

It is also due to nice properties of this estimator.
Under following assumptions LS is BLUE:

1) ei , i = 1, . . . , n are independent
2) Eei = 0 for all i , which means EY = X ′i β

0

3) The rank of the matrix X is full.
4) Variance varei = σ2, i = 1, . . . , n.
5) ei , i = 1, . . . , n has normal distribution.

Typicaly not all assumptions are fulfilled.

Here are possible data problems:

I Observation are not independent
I Heteroscedasticity (different variances of components of error term)
I Multicollinearity (problem with dependence of regressors)
I Not normal distribution of error term
I Presence of outlying observations
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Problems of data - Multicollinearity

Multicollinearity
I situation when regressors are “nearly" linear dependend

Consequences for the least squares method (LS)
I Matrix X ′X is almost singular
I The smallest eigenvalue t2

p of the matrix X ′X is close to 0.
I Numerical solution of normal equation is not stable.
I Multicollinearity induces large expected value of the length of the LS estimate (b).

E ‖b‖2 −
‚‚‚β0

‚‚‚2
= E

‚‚‚b − β0
‚‚‚2

= tr(var(b)) = σ2tr(X ′X )−1 = σ2 Pp
i=1(1/ti )2

I It may cause large variance of bj .
varb = σ2(X ′X )−1 = σ2 Pp

i=1 t−2
i q i q

′
i

where: X = PTQ′, P′P = QQ′ = I, T = diag(t1, t2, . . . , tp), t2
i eigen value of X ′X
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Problems of data - Multicollinearity

Multicollinearity
I situation when regressors are “nearly" linear dependend

Consequences for the least squares method (LS)
I Matrix X ′X is almost singular
I The smallest eigenvalue t2

p of the matrix X ′X is close to 0.
I Numerical solution of normal equation is not stable.
I Multicollinearity induces large expected value of the length of the LS estimate (b).
I It may cause large variance of bj .

Example (Loss function of the LS estimate, 2 regressors, data with multicollinearity)

→ Typical shape for data with strong
multicollinearity

→ There are almost the same values of
loss function along some line in
parameter space⇒ unstable
behaviour⇒ large variance and large
expected length of b

ββ1

ββ2

Tomáš Jurczyk Robustification of Statistical and Econometrical Regression Methods



Topic Regression Problems of Data Multicollinearity and outliers together Poster RLWS Poster location Reference

Demonstration of multicollinearity for LS

LS estimate on independent regressors (left graph) and LS estimate for multicollinear regressors
(right graph). Each point is LS estimate for one run of simulated dataset (correlation of regressors in
right graph is around 0.99). Green dot is theoretical value of β0.
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Ridge regression
We show estimate used instead of the least squares when multicollinearity is present.

Ridge Regression (RR)

bδ = argmin
β∈Rp

0@ nX
i=1

r2
i (β) + δ

pX
j=1

β
2
j

1A .

Example (2 regressors, data with multicollinearity)

Loss function of the LS estimate

nX
i=1

r2
i (β)

ββ1

ββ2

→

Loss function of the ridge estimate

nX
i=1

r2
i (β) + δ

pX
j=1

β
2
j

ββ1

ββ2

0

0
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Problem of data - contamination

Basic goal of robust statistics
I Finding models which correspond to the structure of the majority of the data.
I The outlier detection is closely connected with this objective.

Outlier in our context - observation which does not follow the regression model.
Problems with outlier presence

I Already one outlier is able to change the value of LS estimate essentially.

Example (Influence of one outlier to LS estimate)
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Approaches to overcome contamination

Reduction of influence of contaminating points:
I Different loss function (M-estimates, Least Absolute Deviation regression,...)
I Implicit residual weighting (LTS, LMS, LWS)

Representative of robust methods

Least Trimmed Squares (LTS)

Let n/2 ≤ h ≤ n. Then

b(LTS,n,h) = argmin
β∈Rp

hX
i=1

r2
(i)(β)

is called Least Trimmed Squares Estimator, r2
(j)(β) is the j-th order statistic among the squared

residuals.

Generalization of LTS:

Least Weighted Squares (LWS)

Let 1 = w1 ≥ w2 ≥ .... ≥ wn ≥ 0 are weights. Then

b(LWS,w) = argmin
β∈Rp

nX
i=1

wi r
2
(i)(β)

is called Least Weighted Squares estimate.
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Multicollinearity in company with outliers

We need to stress that contamination and multicollinearity are different in their essence.
Multicollinearity is a problem of regressors, whereas the presence of outliers is the problem with
non-compliance of the regression model.

This induces lot of problematic combined situations.

Known problems with outliers in connection with multicollinearity
I Outlier can affect value of estimate of classical methods (like RR).
I In addition already one outlier can hide or create multicollinearity for classical methods for

multicollinearity detection.
I Therefore we need some robust detector of multicollinearity.

First idea and approach also presented in literature is to use high breakdown methods for outlier
detection and after revelation of outliers use some classical multicollinearity diagnostics on
non-contaminated data.

Will such approach work?

You will see in the poster...
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Poster content

Outline what you will see in the poster:

I Simple examples for understanding multicollinearity and outliers
separately

I Investigation of functionality of recent proposals for regression
methods suitable for combined outlier-multicollinearity problem –
some important results have been done in this area

I Proposal of new regression method called Ridge Least Weighted
Squares

I Properties of this estimator
I Using new estimate for diagnostics

Tomáš Jurczyk Robustification of Statistical and Econometrical Regression Methods



Topic Regression Problems of Data Multicollinearity and outliers together Poster RLWS Poster location Reference

Strategy

Least
squares

↓

Least
weighted
squares

→
Ridge

regression
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Strategy

Least
squares

↓

Least
weighted
squares

→

→

Ridge
regression

↓

Robust
ridge

regression
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Strategy

argmin
β∈Rp

nX
i=1

r2
i (β)

↓

argmin
β∈Rp

nX
i=1

wi r
2
(i)(β)

→

→

argmin
β∈Rp

0@ nX
i=1

r2
i (β) + δ

pX
j=1

β
2
j

1A

↓

argmin
β∈Rp

0@ nX
i=1

wi r
2
(i)(β) + δ

pX
j=1

β
2
j

1A

Tomáš Jurczyk Robustification of Statistical and Econometrical Regression Methods



Topic Regression Problems of Data Multicollinearity and outliers together Poster RLWS Poster location Reference

How to find poster

Follow the same color as this presentation...

Robustification of Statistical and Econometrical Regression Methods
(Problems of Combined Outlier-Multicollinearity Presence)

Tomáš Jurczyk

Faculty of Mathematics and Physics, CHARLES UNIVERSITY IN PRAGUE, Department of Probability and Mathematical Statistics,
Sokolovská 83, 18675 Prague 8, Czech Republic

Abstract
This poster is an illustration of problems caused by multicollinearity and outlier presence in the data. Through
simple examples we can see behavior of classical least squares method and also robust least trimmed squares (LTS)
method in different situations. The most interesting is malfunctionality of LTS (and other methods based on implicit
residual weighting) in revealing outliers in the situation where majority of the data suffers from multicollinearity.
Method ridge least trimmed squares (RLTS) is presented as a remedy. Apart from showing that this method could
be a robust multicollinearity detector, derived properties and diagnostic plots are briefly recalled.

Notation
We consider the linear regression model

Yi =

p
∑

j=1

xijβ
0
j + ei, i = 1, 2, ..., n.

ri(β) = Yi −
∑p

j=1 xijβj denotes the i-th residual and r2
(j)

(β)

the j-th order statistic among the squared residuals.

O
u

tl
ie

rs

Multicollinearity

Classical methods

We define the least squares estimate of the vector β0 as

b = argmin
β∈Rp

n
∑

i=1

r2
i (β).

Definition of Least Squares

Illustration

Loss function of the LS estimate, 2 regressors, data
without multicollinearity

←
∑n

i=1(Yi − xi1β1 − xi2β2)
2 =

∑n
i=1 r2

i (β)

← Typical shape for data with-
out multicollinearity

← (b1, b2)
′

= b denote LS esti-
mate – the minimal value of
loss function

Multicollinearity

situation when regressors are “nearly” linear dependend

⇒ X
′
X is nearly singular with some eigen values close to 0

⇒ Large variance and expected length of estimate

Illustration of consequences for LS estimate

Loss function of the LS estimate, 2 regressors, data
with multicollinearity

→ Typical shape for data with
multicollinearity

→ There are almost the same
values of loss function
along some line in pa-
rameter space ⇒ unstable
behavior ⇒ large variance
and large expected length
of b

Dealing with multicollinearity

For δ ≥ 0 we define the ridge estimate of the vector β0 as

bδ = argmin
β∈Rp





n
∑

i=1

r2
i (β) + δ

p
∑

j=1

β2
j



 .

Definition of Ridge Regression

Illustration

Loss function of the ridge estimate, 2 regressors, data
with multicollinearity

← Penalization for large β is
visible

← The shape of this loss func-
tion is less flat than loss
function of LS estimate ⇒
ridge estimate has smaller
mean square error than LS
estimate (for small δ)

Basic goal of robust statistics
◮ Finding models which correspond to the struc-

ture of the majority of the data, therefore also
solving outlier presence

Problems with outlier presence

◮ Already one outlier is able to change the value of
LS estimate essentially

↑Outlier is data point which does not follow regression
model. Outlier far away from the model will move the
minimum of the LS loss function in direction of its in-
fluence because all residuals have the same importance

Problems with outlier presence
◮ The same story as for LS estimate because also for

ridge regression all residuals have the same im-
portance

◮ Ridge estimate is not robust

Dealing with outliers

Let n/2 ≤ h ≤ n, then the least trimmed squares esti-
mate is defined as

bLTS
h = argmin

β∈Rp

h
∑

i=1

r2
(i)(β).

Definition of Least Trimmed Squares

Compared to LS estimate, the values of the n − h largest
residuals do not affect the LTS estimate
⇒ observations which will have the n− h largest residuals
can be considered or suspected as outliers

Illustration

Loss function of the LTS method (h = n − 1), 2 regres-
sors, 1 outlier, data without multicollinearity

← The outlier influence is vis-
ible on the right side of the
picture

← The residual of the out-
lier is not the largest ex-
actly at this part of param-
eter space⇒ on other parts
outlier does not have effect
on loss function

Problems with outliers in connection with multicollinearity

◮ Already one outlier can hide or create multicollinearity
for classical methods for multicollinearity detection

◮ Therefore we need some robust detector of multi-
collinearity

Now, we consider following type of the data:
◮ The majority of the data suffers from multicollinearity

and follows the regression model. Rest of the data are
outliers – contamination

◮ From a good robust method we expect correct detec-
tion of such outliers and therefore revelation of the
true structure of the data

Illustration of consequences for LTS estimate
Loss function of the LTS estimate (h = n − 1), 2 re-
gressors, 1 outlier, majority of the data suffers from
multicollinearity
→With flatter loss function the

minimum will be rather in the
area where outlier does not
have the largest residual ⇒
outlier won’t be detected

→ In fact if we are in situation of
perfect multicollinearity of the
majority of the data, there will
be some degree of freedom in
the data⇒ at least one outlier
will be balanced by the LTS es-
timate exactly.

Diagnostic plots
Ridge trace (RLTS against δ):
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Simulation study (comparison of LTS and RLTS)
DATA: 2 regressors, 17 observations follow the model, for i =

1, . . . , 17: (X1i, X2i)
′ ∼ N

(

(0, 0)′,
(

1 ρ
ρ 1

))

. The level of mul-
ticollinearity is determined by ρ. 3 outliers are added.

Percentage of cases when all outliers are detected correctly:
3 outliers Correlation of non-contaminated majority of data

0 0.9 0.99 0.999 0.9999 0.99999 0.999999
h = 17 LTS 100 98 96 96 76 30 20

RLTS 100 98 96 97 76 49 28
h = 15 LTS 100 98 97 96 82 38 19

RLTS 100 98 96 97 91 87 91
h = 10 LTS 100 98 96 97 76 49 28

RLTS 100 98 97 97 98 100 100
RLTS is better at outlier detection when multicollinearity is present!

Dealing with both problems

Let n/2 ≤ h ≤ n and δ ≥ 0, then the ridge least
trimmed squares estimate is defined as

bRLTS
h,δ = argmin

β∈Rp





h
∑

i=1

r2
(i)(β) + δ

p
∑

j=1

β2
j



 .

Definition of Ridge LTS

In the middle of the poster we can see (from scheme with
loss functions) that method is logical combination of both
principles – penalization dealing multicollinearity and im-
plicit residual weighting dealing outliers

Illustration how new method works
Loss function of the RLTS estimate (h = n − 1), 2 re-
gressors, 1 outlier, majority of the data suffers from
multicollinearity

←Outliers are expected to
have its influence far away
from origin ⇒ penaliza-
tion makes loss function in
this influence area larger⇒
the minimum of loss func-
tion will be rather in the
area where residual of out-
lier observation is not the
largest⇒ outlier will be de-
tected

n
∑

i=1

r2
i (β)

n
∑

i=1

r2
i (β) + δ

p
∑

j=1

β2
j

h
∑

i=1

r2
(i)(β)

h
∑

i=1

r2
(i)(β) + δ

p
∑

j=1

β2
j

RLTS Properties
◮ The solution of RLTS always exists. If error distribution is

continuous then RLTS is unique with the probability 1

◮ RLTS estimate is biased, scale equivariant, but not regres-
sion equivariant and generally also not affine equivariant.
‖bRLTS

h,δ ‖ ≤ ‖bLTS
h ‖

◮ The solutions of normal equations for RLWS (generalization
of RLTS) is weakly and also weakly

√
n-consistent. The same

is true for solutions of iterative algorithm for computation of
RLWS

◮ The breakdown point is n−h+1
n which does not depend on p!

Summary
◮ Multicollinearity affects not only non-robust methods but also the robust ones. Robust methods based

on residual weighting are failing in detection of outliers with increasing rate of multicollinearity

◮ RLTS (RLWS) method works better in most cases of combined outlier-multicollinearity situations, it is
a good candidate for robust ridge regression as well as robust detector of multicollinearity

e-mail address: jurczyk@karlin.mff.cuni.cz supported by grant GAČR 13-01930S
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