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SUMMARY Explicit solution of the problem of maximization of information divergence from the family of multinomial distribu-

tions is presented. General problem of maximization of information divergence from an exponential family has emerged in probabilistic

models for evolution and learning in neural networks, based on infomax principles. The maximizers admit interpretation as stochastic

systems with high complexity w.r.t. exponential family.

1 Introduction

PROBLEM “Find all empirical distributions of
data, which lies farthest from the model, when modelling
by the multinomial family; in the sense of information
divergence and the method of maximum likelihood.”

• Exponential family

Eµ,f =

{
Qµ,f,ϑ ∼

(
e〈ϑ,f(z)〉µ(z)

)
z∈Z

: ϑ ∈ Rd
}

? µ nonzero reference measure on a finite set Z

? f : Z → Rd the directional statistics

• Divergence of a pm P (on Z) from ν (on Z)

D(P‖ν) =


∑

z∈s(P )

P (z) ln
P (z)

ν(z)
, s(P ) ⊆ s(ν),

+∞, otherwise,

? s(·) the support, from now on, let s(µ) = Z

• Divergence of a pm P from exponential family E = Eµ,f

D(P‖E) = inf
Q∈E

D(P‖Q) = min
Q∈E

D(P‖Q) (last “=” ⇐ Thm 1)

THEOREM 1 There exist unique rI-projection
(generalized MLE) P E = arg min

Q∈E
D(P‖Q).

For P empirical distribution, s.t. P E ∈ E , P E is the
MLE for data with emprical distribution P . Details in [2].

• Multinomial family (N indep. trials, each with n outcomes)

M =


Q(z) =

(N
z

) n∏
j=1

p
zj

j


z∈Z

: p ∈ P([1 : n])


? P([1 : n]) all pm’s on [1 : n] = [n] = {1, . . . , n}

? Z = {z ∈ [0 : N ]n :
∑n
j=1 zj = N}

? M = Eµ,f with f(z) = z, µ(z) =
(N
z

)
PROBLEM Calculate sup

P∈P(Z)

D(P‖M) and find all

maximizers arg sup
P∈P(Z)

D(P‖M). Generalization of [3].

2 Preliminaries
• π : [1 : N ]

1−1↔ [1 : N ], set of all permutations [1 : N ]!

x ∈ X = [1 : n]N , xπ = (xπ(1), . . . , xπ(N))
>, Qπ(x) = Q(xπ)

• Exchangable distributions’ family
E := {P ∈ P(X) : P (x) = P (xπ), x ∈ X; ∀π ∈ [1 : N ]!}

• 1-factorizable distributions’ family

F := {Q ∈ P(X) : Q(x) =
∏N
i=1 Qi(xi), x ∈ X}, Qi marginal

• Xz := {x ∈ X : ∀j ∈ [1 : n] : |{i ∈ [1 : N ] : xi = j}| = zj}

LEMMA 2 P ∈ P(Z): h(P ) = P ′, P ′(x) =
P (z)(

N
z

) ,
z ∈ Z,
x ∈ Xz .

(i) h : P(Z)
1−1↔ E, h�M :M 1−1↔ E ∩ F = E ∩ F

(ii) Q ∈M: D(P‖Q) = D
(
h(P )‖h(Q)

)
(iii) P ∈ E, Q ∈ F \ E ∩ F : ∃π ∈ [1 : N ]!,

Qπ 6≡ Q & D(P‖Q) = D(P‖Qπ)

(iv) P ∈ E: PF = PE∩F

• P ∈ P(X): D(P‖F) = M(P ), the multi-information

THEOREM 3 (Maximization of multi-information)
arg supP∈P(X)D(P‖F) = {PΠ = 1

n

∑n
j=1 δ(j,π2(j),...,πN (j))> :

Π= (π2, . . . , πN ) ∈ [1 : n]!(N−1)
}

D(PΠ‖F) = (N−1) lnn, PFΠ = UX =
∑
x∈X

δx

nN
, ∀Π ∈ [1 : n]!(N−1)

3 Result
• ej = ej,j = (0, . . . , 0, 1j , 0, . . . , 0n)>, εj,j = δ2ej,j

ek,l = (0, . . . , 0, 1k, 0, . . . , 0, 1l, 0, . . . , 0n)>, εk,l = 2δek,l , k < l

CORROLARY 4 (Maximization of D(·‖M))

arg max
P∈P(Z)

D(P‖M) = h−1

(
E ∩ arg sup

P∈P(X)

D(P‖F)

)
If N = 2

=

Pπ =
1

n

 ∑
j∈[1:n]:j≤π(j)

εj,π(j)

 ,
π ∈ [n]! : ∀j, k ∈ [n]
[π(j) = k]⇒ [π(k) = j]

,

if N > 2
= {PId = 1

n

∑n
j=1 δNej }. ∀N : max

P∈P(Z)
D(P‖M) = (N − 1) lnn.

For every maximizer Pπ : PMπ (z) =

(
N
z

)
nN , z ∈ Z.

(!) More general situation and esentially simpler proof than in [3]

⇐ Application of Theorem 1, Lemma 2 & Theorem 3

(?) D(·‖Mk), where Mk = h−1(E ∩ Fk) and Fk, the k-factorizable

4 Example [From P(Z) to E ⊆ P(X); N = n = 2.]
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