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1. Introduction

We assume to have a set of observations Y1, . . . , Yn ob-
tained at time ordered points and that these data follow a
linear regression model. Particularly, we are interested in
studying a situation, where at some time point k∗ may oc-
cur a change in regression parameters.

Yk = hT (k/n)β + hT (k/n)δI{k > k∗} + ek, k = 1, . . . , n,

where β = (β1, . . . , βp)
T , δ = δn = (δ1, . . . , δp)

T and k∗ = k∗n
are unknown parameters. hT (t) = (h1(t), . . . , hp(t))

T is such
that h1(t) = 1 for t ∈ [0, 1] and hj(t), j = 2, . . . , p are contin-
uously differentiable functions on [0, 1]. e1, . . . , en are gener-
ally assumed to satisfy the so called functional central limit
theorem However, here we are going to focus on a sim-
pler situation, where error terms e1, . . . , en are independent
and identically distributed (i.i.d.) random variables, satisfy-
ing E ek = 0 and Var ek = σ2 > 0 for k = 1, . . . , n.
The basic question, we are trying to answer, is whether
a change in regression parameters occurred at some un-
known time point k∗ or not. Using the above introduced
notation, the null hypothesis of no change an be expressed
as

H0 : k∗ = n

We are going to test the null hypothesis against the alterna-
tive

H1 : k∗ < n, δ 6= 0.

2. General form of a ratio type
test statistic

One possible form of a ratio test statistic that may be used
in change-point analysis, is the following

max
nγ≤k≤n−nγ

max
1≤j≤k

Vj,k

max
k≤j≤n

Ṽj,k
,

where Vj,k for j = 1, . . . , k denotes a statistic based on ob-
servations Y1, . . . , Yk and Ṽj,k for j = k+1, . . . , n is an similar
statistic based on observations Yk+1, . . . , Yn.
This type of statistic was studied for example in [Hušková,
2006] or [Horváth et al., 2007], where a ratio statistic of two
CUSUM statistic was used for detection of abrupt changes
in location. A report about a ratio statistic that may be used
for detection of gradual changes in location may be also
found in [Madurkayová, 2007].
The basic motivation for studying ratio type test statistics
lies in the fact that when computing such test statistic, it is
not necessary to estimate variance of the underlying model.
This property makes the ratio type statistics a suitable alter-
native of classical (non-ratio) statistic – most of all in situa-
tions, when it is difficult to find a suitable variance estimate.

3. Ratio type test statistic for
change in regression parameters

For situation described above, test statistics based on
weighted partial sums of residuals are often used

Sk =

k∑
i=1

h(i/n)
(
Yi − hT (i/n)bn

)
, k = 1, . . . , n,

where bn is an L2-estimate of parameter of the regression
parameter based on observations Y1, . . . , Yn.
Let us denote

Sj,k =

j∑
i=1

h(i/n)
(
Yi − hT (i/n)bk

)
, j, k = 1, . . . , n, j ≤ k.

Here, bk denotes an L2-estimate of of the regression pa-
rameter based on observations Y1, . . . , Yk.
And, similarly

S̃j,k =

j∑
i=k+1

h(i/n)
(
Yi − hT (i/n)b̃k

)
, j, k = 1, . . . , n, j > k

where b̃k is an L2-estimate of the regression parameter
based on observations Yk+1, . . . , Yn.
Further we denote

Cj,k =

k∑
i=j+1

h(i/n)hT (i/n)j, k = 1, . . . , n.

Using this notation, we may now define the ratio type test
statistic

Un = max
nγ≤k≤n−nγ

max
1≤j≤k

STj,kC
−1
1,kSj,k

max
k≤j≤n

S̃Tj,kC
−1
k+1,nS̃j,k

.

4. Asymptotic properties

Null hypothesis Let us assume that the null hypothesis
described above is true. Then, assuming that e1, . . . , en are
i.i.d. random variables, satisfying E ek = 0 and Var ek =
σ2 > 0 for k = 1, . . . , n and hT (t) = (h1(t), . . . , hp(t))

T is such
that h1(t) = 1 for t ∈ [0, 1] and hj(t), j = 2, . . . , p are con-
tinuously differentiable functions on [0, 1] with

∫ 1
0 hj(t)dt =

0, j = 2, . . . , p, as n→∞, Un converges in distribution to

U = sup
γ≤t≤1−γ

sup
0≤s≤t

ST (s, t)C(0, t)−1S(s, t)

sup
t≤s≤1

S̃T (s, t)C(t, 1)−1S̃(s, t)
.

where

C(s, t) = lim
n→∞

1

n
C[ns],[nt],

S(s, t) =

∫ s

0
h(x)dB1(x)−C(0, s)C(0, t)−1

∫ t

0
h(x)dB1(x),

for s, t ∈ [0, 1] such that s ≤ t,

S̃(s, t) =

∫ s

t
h(x)dB2(x)−C(t, s)C(t, 1)−1

∫ 1

t
h(x)dB2(x).

for s, t ∈ [0, 1] such that t ≤ s and where {B1(u), 0 ≤ u ≤ 1}
and {B2(u), 0 ≤ u ≤ 1} are independent Brownian bridges.
Note This statement can be shown by the same method as
was used in [Hušková and Picek, 2005].

Local alternative Now, let us now suppose that the alter-
native is true and that the same assumptions about random
error terms and h(t) as in the previous statement hold. Fur-
ther suppose that k∗ = [nt] for some 0 < t < 1 and that δn
satisfies the conditions

‖δn‖ −→ 0 and n1/2 ‖δn‖ −→ ∞.

Then, for γ < t < 1− γ:

Un
P−→∞ as n→∞.

This proves the consistency of the studied test statistic un-
der the given assumptions.
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5. Simulation

In the last section we present some applications of the
proposed ratio statistic to simulated data from normal and
Laplace distributions. In simulation, we took p = 3, h1(x) =
1, h2(x) = x and h3(x) = x2, γ = 0.1 and several choices of
δ.
On Figure 1 and 2, we can observe the values of ratio

Qk =

max
1≤j≤k

STj,kC
−1
1,kSj,k

max
k≤j≤n

S̃Tj,kC
−1
k+1,nS̃j,k

,

computed for k : nγ ≤ k ≤ n − nγ with γ = 0.1. Sim-
ulated 95% critical values for each of the two distributions
are depicted by the horizontal dotted line.

δ N(0,1) Lap(0,1) N(0,1) Lap(0,1)
90% 90% 95% 95%

(0,1,0) 0.130 0.086 0.075 0.039
(0,0,1) 0.117 0.089 0.069 0.032
(0,1,1) 0.171 0.098 0.105 0.045
(1,1,1) 0.568 0.485 0.450 0.335
(0,3,0) 0.462 0.356 0.335 0.206
(0,0,3) 0.163 0.081 0.101 0.034
(0,3,3) 0.713 0.619 0.576 0.420
(3,3,3) 1.000 1.000 0.999 0.996
(0,5,0) 0.858 0.750 0.757 0.588
(0,0,5) 0.259 0.173 0.154 0.088
(0,5,5) 0.986 0.960 0.959 0.890
(5,5,5) 1.000 1.000 1.000 1.000

Table 1: Simulated 90% and 95% rejection rates of U100;
γ = 0.1, k∗ = n/2 = 50
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Figure 1: The values of Qk for simulated normal distribu-
tion samples with parameters µ = 0, σ = 1, n = 100, γ = 0.1
The upper left figure refers to the null hypothesis. The
other figures refer to alternatives with k∗ = n/2 = 50 and
δ = (0, 0,

√
27) (upper right), δ = (0,

√
27, 0) (lower left),

δ = (3, 3, 3) (lower right).
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Figure 2: The values of Qk for simulated Laplace distribu-
tion samples with parameters µ = 0, b = 1, n = 100, γ =
0.1. The upper left figure refers to the null hypothesis. The
other figures refer to alternatives with k∗ = n/2 = 50 and
δ = (0, 0,

√
27) (upper right), δ = (0,

√
27, 0) (lower left),

δ = (3, 3, 3) (lower right).
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