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Abstract. We give a characterization of Σ-cotorsion modules over val-
uation domains in terms of descending chain conditions on certain chains
of definable subgroups. We prove that pure submodules, direct prod-
ucts and modules elementarily equivalent to a Σ-cotorsion module are
again Σ-cotorsion. Moreover, we describe the structure of Σ-cotorsion
modules.

Introduction

The notion of cotorsion abelian groups was introduced independently by
Harrison, Nunke and Fuchs in 1959 and 1960. An abelian group is cotorsion
if every extension of it by a torsion-free group splits. Matlis and Warfield
generalized this notion to modules over arbitrary commutative domains in
two different ways, which essentially agree on Dedekind domains. For details
on the various notions of cotorsion modules, we refer to [12, VIII.6, XIII.8].
Finally in 1984, Enochs defined cotorsion modules over arbitrary associative
rings as the modules C for which Ext1R(F, C) = 0 for all flat modules F .
Over Prüfer domains, Warfield’s and Enochs’ definitions coincide. Injective
and pure injective modules are cotorsion, but the question to characterize
the cotorsion modules is hopeless, even in the case of abelian groups. In
fact, by [16] the functor Ext(Q/Z,−) induces a one-to-one correspondence
between the class of reduced torsion groups and the class of adjusted co-
torsion groups, that is the class of reduced cotorsion groups containing no
non-trivial torsion-free summand. So the classification of adjusted cotorsion
groups is equivalent to that of reduced torsion groups.

The notion of Σ-cotorsion modules is much stronger than the notion of
cotorsion: a module M is Σ-cotorsion if all direct sums of copies of M are co-
torsion. The class of Σ-cotorsion modules contains the class of Σ-pure injec-
tive modules, which have been characterized by Gruson and Jensen [14] and
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by Zimmermann [27] in terms of minimum conditions on chains of finitely
definable subgroups. This implies in particular that a pure submodule of
a Σ-pure injective module is again pure injective and hence a summand.
As a consequence, Σ-pure injective modules are direct sums of indecompos-
able modules. There are various classes of rings over which Σ-pure injective
modules have been characterized. Over a Dedekind domain a module is Σ-
pure injective if and only if it is a direct sum of a divisible (hence injective)
module and of a module with nonzero annihilator. Σ-pure injective modules
over valuation domains have been classified by Monari-Martinez in [21] and
over serial rings by Facchini and Puninski in [11]. For the more general
case of commutative Prüfer rings, the structure of Σ-pure injective modules
was given by Camps and Facchini in [6], while a complete classification was
obtained in [22] by Prest and Puninski.

The case of Σ-cotorsion modules is much more complicated. For count-
able rings, they have been characterized by Guil-Asensio and Herzog in [13]
in terms of the descending chain condition on divisibility formulae. For the
general case the problem is, however, much harder. Even the case of val-
uation domains shows that the class of Σ-cotorsion modules is in general
not of countable character in the sense of [13] (see Proposition 4.5). In
particular, general Σ-cotorsion modules cannot be characterized in terms of
chain conditions on countable chains of definable subgroups. This reveals a
substantial difference from Σ-pure injective modules.

The problem to characterize Σ-cotorsion modules over arbitrary rings is
still open. One major question, as mentioned by P. Guil-Asensio and I. Her-
zog [13], is to decide whether the class of Σ-cotorsion modules is closed under
taking pure submodules and elementary equivalent modules. An affirmative
answer would build a bridge between model theory and homological alge-
bra, since being Σ-cotorsion would become a property of certain complete
theories of modules instead of single modules. We answer the question in
affirmative for valuation domains and, moreover, provide a characterization
of Σ-cotorsion modules from which one can see the necessary divisibility
conditions (Theorem 3.8).

The paper is organized as follows. First we note that over a commu-
tative domain, a Σ-cotorsion reduced module has nonzero annihilator. In
particular, this shows that over a Dedekind domain the class of Σ-cotorsion
modules coincides with the class of Σ-pure injective modules.

In the remainder of the paper our investigation is restricted to the case
of valuation domains. An analysis of the relation between vanishing of the
Ext functor on direct limits of modules and vanishing of the first derived
functor of the inverse limit functor will allow us to give a characterization
of Σ-cotorsion modules M over a valuation domain R in terms of descend-
ing chain conditions on submodules of the form rM or M [r], for r ∈ R
(Section 3). Consequently, we can prove that pure submodules, direct prod-
ucts and elementarily equivalent modules of Σ-cotorsion modules are again
Σ-cotorsion.

In Section 4 we completely characterize divisible Σ-cotorsion modules. In
Section 5 we prove that divisible Σ-cotorsion modules are building blocks
of all Σ-cotorsion modules in the following sense: an arbitrary Σ-cotorsion
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module M over a valuation domain R admits a countable filtration by Σ-
cotorsion submodules of the form IM , for some ideal I ≤ R, with the
property that the successive factors in the filtration are divisible Σ-cotorsion
over (valuation) factor domains of R. Moreover, we characterize Σ-cotorsion
modules this way: a module M is Σ-cotorsion if and only if the set {IM | I ≤
R} is in fact a countable filtration whose successive factors are Σ-cotorsion
and, by the construction, divisible over suitable valuation factor domains.

1. Preliminaries

Recall that an ascending chain (Mα | α ≤ κ) of submodules of a module
M indexed by an ordinal number κ is called a filtration of M if M0 = 0,
M = Mκ and Mα =

⋃
β<α Mβ for all limit ordinals α ≤ κ. If κ is a regular

cardinal, then (Mα | α ≤ κ) is called a κ-filtration if it is a filtration and,
moreover, Mα is < κ-generated for each α < κ.

When studying classes defined by orthogonality with respect to the Ext
functor, such as the class of cotorsion modules, decomposition theorems
have been an important tool (see for instance [9, Chapter XII]). We state
a general decomposition theorem, valid over an arbitrary ring, which will
be crucial in the sequel. Recall that a closed unbouded subset of a regular
uncountable cardinal κ is a subset that is closed under taking suprema of
chains of length < κ and is not bounded by any ordinal number smaller than
κ. For more details on set theoretic concepts we refer to [17, Chapter 1].

Theorem 1.1. [24, Theorem 8] Let R be a ring and M an R-module. As-
sume that (Mα | α ≤ κ) is a κ-filtration of M for some regular uncountable
cardinal κ. Let B be a class of modules closed under arbitrary direct sums
such that Ext1R(Mα, B) = 0 for each α ≤ κ and B ∈ B. Then there exists
a closed unbounded subset C ⊆ κ such that Ext1R(Mβ/Mα, B) = 0 for each
α, β ∈ C, α < β and each B ∈ B.

Let us now recall some basic properties of inverse limits. For an overview
of the results in this direction that will be used in this paper, we also refer
to [1, Section 1]. Let R be a ring and let (Ni, fij) be an inverse system of
R-modules indexed by a directed set (I,≤). That is, fij is a homomorphism
from Nj to Ni, fii = idNi and fijfjk = fik for each i ≤ j ≤ k. The classical
result of Jensen [19] says that there is a natural complex

0→ lim←−
i∈I

Ni →
∏

i0∈I

Ni0
∆0→

∏

i0<i1

Ni0i1
∆1→

∏

i0<i1<i2

Ni0i1i2
∆2→ . . .

where Ni0i1...in = Ni0 for all i0 < i1 < · · · < in in I and

∆0
(
(xi)i

)
= (xi − fij(xj))i<j

∆1
(
(xij)i<j

)
= (xik − xij − fij(xjk))i<j<k

Moreover, the first three terms of the complex form an exact sequence;
that is lim←−i∈I

Ni = Ker ∆0. We will use this representation of an inverse
limit for computation.

The rest of the complex is, however, not exact in general. This is very
closely related to the well-known fact that lim←− is not an exact functor—it
is left exact, but an inverse limit of epimorphisms is not an epimorphism in
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general. More precisely, if we define the n-th derived functor of inverse limit
as lim←−

n
i∈I

Ni = Ker∆n/ Im∆n−1 for n ≥ 1, we get the following canonical
long exact sequence for any inverse system of short exact sequences 0 →
Ki → Li → Ni → 0 indexed by I:

0→ lim←−Ki → lim←−Li → lim←−Ni → lim←−
1Ki → lim←−

1Li → lim←−
1Ni → . . .

· · · → lim←−
nKi → lim←−

nLi → lim←−
nNi → . . .

Of special interest are countable inverse systems indexed by natural num-
bers, that is, the systems of the form

N0
f0←− N1

f1←− N2
f2←− N3

f3←− . . .

Here, we write just fi instead of fi,i+1. In this case, lim−→
1 can be computed

more easily—there is the following exact sequence:

0→ lim←−Ni →
∏

i<ω

Ni
∆̃→

∏

i<ω

Ni → lim←−
1Ni → 0,

where ∆̃
(
(xi)i<ω

)
= (xi − fi(xi+1))i<ω for any (xi)i<ω ∈

∏
i<ω Ni, see [25,

3.5].
There is an important connection between vanishing of Ext1R(lim−→Ci,M)

and lim←−
1 HomR(Ci,M) for a countable direct system (Ci, gi):

Lemma 1.2. Let
C0

g0→ C1
g1→ C2

g2→ C3
g3→ . . .

be a countable direct system of R-modules and let M be any R-module. Then
the following hold:

(1) If Ext1R(lim−→Ci,M) = 0, then also lim←−
1 HomR(Ci,M) = 0.

(2) If Ext1R(Ci, M) = 0 for each i < ω, then Ext1R(lim−→Ci,M) ∼= lim←−
1 HomR(Ci,M).

Proof. The proof here is in fact a part of the proof of [3, Theorem 5.1]. It
is well known that for the countable direct limit above, there is an exact
sequence

0→
⊕

i<ω

Ci
φ→

⊕

i<ω

Ci → lim−→Ci → 0

where, for every i < ω, φεi = εi − εi+1gi and εi : Ci →
⊕

i<ω Ci denotes
the canonical inclusion. When applying the functor HomR(−,M) to this
sequence, we obtain the following commutative diagram with exact rows
and isomorphisms in columns:

HomR(
L

i<ω Ci, M) −→ HomR(
L

i<ω Ci, M) −→ Ext1R(lim−→Ci, M) −→ Ext1R(
L

i<ω Ci, M)
??y∼=

??y∼=
Q

i<ω HomR(Ci, M)
∆̃−→ Q

i<ω HomR(Ci, M) −→ lim←−
1 HomR(Ci, M) −→ 0

where the map ∆̃ is relative to the inverse system (HomR(Ci, M); HomR(fi,M))i<ω.

Now, if Ext1R(lim−→Ci,M) = 0, then ∆̃ is an epimorphism and (1) follows. If,
on the other hand, Ext1R(Ci, M) = 0 for each i < ω, then lim←−

1 HomR(Ci,M) ∼=
Ext1R(lim−→Ci,M) and (2) follows. ¤
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The main problem with this approach is that it is difficult in general to
determine whether lim←−

1 vanishes for a given inverse system. For countable
inverse systems, however, this is tractable. To this end, we recall a no-
tion introduced by Grotendieck in [15, 13.1.1]. A countable inverse system
(Ni)i<ω satisfies the Mittag-Leffler condition, if for every natural number i,
the chain of modules

Ni ≥ fi(Ni+1) ≥ fi,i+2(Ni+2) ≥ · · · ≥ fi,i+k(Ni+k) ≥ . . .

is stationary. If (Ni)i<ω is an inverse system, let us denote by (N (ω)
i )i<ω

the system whose i-th term consists of the countable direct sum N
(ω)
i of

copies of Ni and whose maps are the obvious coproduct maps. There is
a connection between the Mittag-Leffler condition and vanishing of lim←−

1 Ni

and lim←−
1 N

(ω)
i , the origins of which could be traced back to [15] and [10]:

Theorem 1.3. Let R be a ring and let

N0
f0←− N1

f1←− N2
f2←− N3

f3←− . . .

be a countable inverse system of R-modules. Then the following hold:
(1) [25, Proposition 3.5.7] If (Ni)i<ω satisfies the Mittag-Leffler condi-

tion, then lim←−
1 Ni = 0.

(2) [1, Theorem 1.3] (Ni)i<ω satisfies the Mittag-Leffler condition if and
only if lim←−

1 N
(ω)
i = 0.

When combining the results above, we get the following useful corollary:

Corollary 1.4. [3, Theorem 5.1] [1, Theorem 1.3] Let R be a ring and let
(Ci, gi) be a countable direct system of finitely generated R-modules. Let M

be a module such that Ext1R(Ci,M
(X)) = 0 for each i < ω and each set X.

Then the following are equivalent:
(1) Ext1R(lim−→Ci,M

(X)) = 0 for any set X.
(2) Ext1R(lim−→Ci,M

(ω)) = 0.
(3) The inverse system (HomR(Ci,M), HomR(gi,M)) satisfies the Mittag-

Leffler condition.

We will also be interested in larger inverse systems indexed by well-ordered
sets. Let κ be an ordinal number and (Nα, fαβ)α<β<κ be an inverse system
indexed by κ. We call such a system continuous if, for every limit ordinal
β < κ, Nβ = lim←−α<β

Nα. A continuous inverse system (Nα, fαβ)α<β<κ

is called weakly flabby if there is δ < κ such that fαβ is an epimorphism
whenever α, β < κ and δ < α < β. It is not difficult to obtain the following
result using transfinite induction:

Theorem 1.5. [19, Theorem 1.8] Let R be a ring. Let κ be an ordinal
number and (Nα, fαβ)α<β<κ be a continuous weakly flabby inverse system of
R-modules. Then lim←−

1 Nα = 0.

Before entering in the discussion of Σ-cotorsion modules over valuation
domains, we illustrate a consequence of Corollary 1.4 (see also [13, Theorem
12]). We say that an R-module M is ℵ0-cotorsion (in the sense of [13]) if
M (ℵ0) is cotorsion.



6 SILVANA BAZZONI AND JAN ŠŤOVÍČEK

Lemma 1.6. Let R be a ring and M an ℵ0-cotorsion left R-module. If
Rt0 ≥ Rt1 ≥ · · · ≥ Rtn ≥ . . . is a descending chain of left ideals of R, then
the descending chain t0M ≥ t1M ≥ · · · ≥ tnM ≥ . . . of subgroups of M is
stationary.

Proof. Let s0 = t0 and for every n ≥ 1, let sn ∈ R be such that tn = sntn−1.
Consider the countable direct system (Rn, gn), n ≥ 0 where Rn = R, for
every n ≥ 0 and gn is the right multiplication by sn. The direct limit of
the direct system (Rn, gn) is a countably presented flat module, hence the
assumption on M and Corollary 1.4 give us that the inverse system of abelian
groups (HomR(Ri,M),HomR(gi,M)) satisfies the Mittag-Leffler condition.
This implies, in particular, that the chain t0M ≥ t1M ≥ · · · ≥ tnM ≥ . . .
of subgroups of M is stationary. ¤

Recall that a module over a commutative domain is called bounded if it has
nonzero annihilator. An application of the preceding result to commutative
domains yields:

Proposition 1.7. Let R be a commutative domain. The following hold:
(1) An ℵ0-cotorsion reduced R-module is bounded.
(2) If R is a Dedekind domain, then an R-module is ℵ0-cotorsion if and

only if it is a direct sum of a divisible module and a bounded module.
In particular, the classes of ℵ0-cotorsion, Σ-cotorsion and Σ-pure
injective modules coincide.

Proof. (1) Let M be an ℵ0-cotorsion reduced R-module. If M is not bounded,
then using the hypothesis that M has no nonzero divisible submodules, we
can construct a chain of principal left ideals Rt0 > Rt1 > · · · > Rtn > . . .
and a strictly decreasing chain of submodules of M of the form t0M >
t1M > · · · > tnM > . . . , contradicting Lemma 1.6.

(2) It is well known that over a Dedekind domain, a direct sum of a
divisible module and a bounded module is Σ-pure injective, hence also Σ-
cotorsion. Conversely, if M is ℵ0-cotorsion and D is the maximal divisible
submodule of M , then D is injective, hence M = D ⊕M/D. Now M/D is
a reduced ℵ0-cotorsion module, hence by part (1), M/D is bounded. This
shows that, over Dedekind domains, the classes of ℵ0-cotorsion, Σ-cotorsion
and Σ-pure-injective modules coincide. ¤

We will also need to decide, in particular situations, when a divisible
module over a commutative domain is Σ-cotorsion. For example, this is
clearly always the case for Dedekind domains, but we will see later that
there are domains where such an implication does not hold. However, as
the following proposition shows, they must be all uncountable:

Proposition 1.8. Any divisible module over a countable commutative do-
main is Σ-cotorsion.

Proof. By [13, Theorems 11 and 12], a module over a countable ring S is Σ-
cotorsion if and only if Ext1S(F, M (X)) = 0 for every countably presented flat
S-module F and every set X. Every countably presented flat module F is a
countable direct limit of finitely generated projective (or even free) modules
(see [23]); hence F has projective dimension at most one, by [19]. Now,
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by [4, Corollary 8.2], for any commutative domain R, the class of divisible
R-modules is the right Ext-orthogonal to the class of modules of projective
dimension at most one, that is Ext1R(N,D) = 0, for every divisible module
D and for every module N of projective dimension at most one. The claim
follows since direct sums of divisible modules are divisible.

¤

Recall that a commutative domain R is called a valuation domain if its
ideals form a chain with respect to inclusion. For proofs of the following
facts, unexplained terminology, and other results on modules over valuation
domains we refer to [12, XIII].

Let R be a valuation domain. Then the class of flat modules coincides with
the class of torsion-free modules. This follows from the fact that the weak
global dimension of any valuation domain is at most 1 and, subsequently, the
class of flat modules is closed under taking submodules. As a consequence,
cotorsion modules have injective dimension at most one and an R-module
M is cotorsion if and only if Ext1R(J,M) = 0 for every submodule J ≤ Q
where Q is the quotient field of R (see [12, XIII.8]). Hence, a module M

over a valuation domain is Σ-cotorsion if and only if Ext1R(J,M (X)) = 0 for
J ≤ Q and every set X.

Let P be a prime ideal of R. If P is maximal, it is well known that P
is either idempotent or principal. If P is not maximal, we can pass to the
corresponding localization: P is either idempotent or principal in RP . Note
that for valuation domains, P and P ·RP coincide when viewed as subsets
of the quotient field (see [12, II.4]).

If R is a valuation domain and M is a nonzero R-module, there are two
prime ideals associated to M as follows:

M# = {r ∈ R | rM < M}; M# = {r ∈ R | ∃0 6= x ∈M, rx = 0}
It is easy to see that any ideal I of R has a natural structure of RI#-module.
If M is an R-module and r, s ∈ R, we let

M [s] = {x ∈M | sx = 0}
and

r−1M [s] = {x ∈M | rx ∈M [s]}.
The following lemma has a straightforward proof:

Lemma 1.9. Let R be a valuation domain and M be a nonzero R-module.
Let r, s ∈ R and rM 6= 0. Then the following hold:

(1) rsM < rM if and only if sM +M [r] < M if and only if s ∈ (rM)#.
(2) M [rs] > M [r] if and only if (rM)[s] > 0 if and only if s ∈ (rM)#.
(3) M [rs] = r−1M [s].

2. Ext-orthogonality to countable submodules of Q

From now on R will always be a valuation domain and all modules will
be R-modules. We denote by Q the quotient field of R. First, we will look
at the modules M that Ext1R(J,M (X)) = 0 for every countably generated
submodule J ≤ Q and any set X. The following proposition gives a more
convenient characterization:
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Proposition 2.1. Let M be an R-module. Then the following conditions
are equivalent:

(1) Ext1R(J,M (X)) = 0 for every countably generated R-submodule J ≤
Q and every set X.

(2) The set {tM | t ∈ R} is well-ordered with respect to inclusion.

Proof. Assume (1) and denote S = {tM | t ∈ R}. Since R is a valuation
domain, S is totally ordered with respect to inclusion. Now, let

t0M ≥ t1M ≥ t2M ≥ . . .

be a descending chain in S. We can always assume that ti divides ti+1

for each i. If this is not the case, we can construct by induction a new
sequence (t′i)i<ω of elements of R such that t′i divides t′i+1 and tiM = t′iM
for each i: Let t′0 = t0. Assume t′i has already been constructed. Then either
t′iM = tiM > ti+1M or t′iM = ti+1M . In the first case t′i divides ti+1 since
ti+1 cannot divide t′i, and we can put t′i+1 = ti+1. In the second case we can
simply put t′i+1 = t′i. Hence we have a countable direct system

R
t0−−−−→ R

t1t−1
0−−−−→ R

t2t−1
1−−−−→ R

t3t−1
2−−−−→ . . .

Let J be the direct limit of this system. Then it is straightforward to see
that J is isomorphic to the submodule of Q generated by the set {t−1

i | i <

ω}. By assumption, Ext1R(J,M (ω)) = 0. Therefore, by Corollary 1.4, the
inverse system

M
t0←−−−−M

t1t−1
0←−−−−M

t2t−1
1←−−−−M

t3t−1
2←−−−− . . .

satisfies the Mittag-Leffler condition. In particular this means that the chain
t0M ≥ t1M ≥ t2M ≥ . . . stops. Hence, since S is totally ordered and the
chain has been chosen arbitrarily, S is well-ordered.

Conversely, if S is well-ordered, then every countable inverse system of
the form

M
r0←−M

r1←−M
r2←− . . .

clearly satisfies the Mittag-Leffler condition. And every countably generated
submodule J ≤ Q is generated by some set of elements {xi | i < ω} of Q

such that xix
−1
i+1 ∈ R. If we denote ri = xix

−1
i+1, we get Ext1R(J,M (X)) = 0

for every set X by Corollary 1.4. Hence, M satisfies (1). ¤

In the sequel, we will will give several consequences of condition 2 from
Proposition 2.1. First, we start with a relation between the ideals M# and
M#, defined in Section 1.

Lemma 2.2. Let M be a nonzero R-module such that {tM | t ∈ R} is
well-ordered with respect to inclusion. Then:

(1) M# ≥M#. In particular M is naturally an RM#
-module.

(2) sM < tM implies M [s] > M [t] for any s, t ∈ R.

Proof. (1). Assume that there is s ∈ M# \M#. Then, for every n ≥ 1,
sn /∈M#; hence M [sn] = 0. Applying Lemma 1.9 (1), it is easy to show that
snM is a strictly descending chain of submodules of M . This contradicts
the assumption on M .
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The second statement in (1) follows by noting that, if M# ≥ M#, then
the multiplication by each element r /∈M# induces an isomorphism of M .

(2) follows easily from (1) by Lemma 1.9. ¤

If we fix a module M , a general fact about applying (−)# and (−)# to
the elements of the set S = {tM | t ∈ R} is that we get an order-preserving
map from S \ {0} to Spec(R). We state this as a lemma.

Lemma 2.3. Let M be a nonzero R-module and s1, s2 ∈ R such that 0 <
s1M ≤ s2M . Then (s1M)# ≤ (s2M)# and (s1M)# ≤ (s2M)#.

Proof. The conclusion is clear when s1M = s2M . Let us then assume that
s1M < s2M and thus s1R < s2R. The inclusion (s1M)# ≤ (s2M)# follows
immediately from the definition. By Lemma 1.9, r ∈ (siM)# if and only if
rM + M [si] < M for i = 1, 2. But by assumption, we have M [s1] ≥M [s2],
hence r ∈ (s1M)# implies r ∈ (s2M)#. ¤

Next, if M is a nonzero module such that S = {tM | t ∈ R} is well-
ordered, there is a minimal nonzero element of S, say sM . Note that by
the choice, rsM is either 0 or sM for any r ∈ R; therefore the annihilitor
AnnR(sM) is equal to (sM)#. The following lemma gives a useful connec-
tion between (sM)# = AnnR(sM) and AnnR(M):

Lemma 2.4. Let M be a nonzero bounded module with annihilator A and
assume that the set S = {tM | t ∈ R} is well-ordered with respect to inclu-
sion. Let sM be the minimum nonzero element in S and let L0 = (sM)#.
The following hold:

(1) A is an RL0-module;
(2) A = Lm

0 , for some m ≥ 1 and if m > 1, then L0 is a principal ideal
of RL0.

(3) A = sL0 and L0 =
√

A.

Proof. (1) We show that A# ≤ L0. Let r /∈ L0, then rsM = sM . Hence
AnnR(sM) = s−1A = AnnR(rsM) = (rs)−1A. So r−1A = A and thus
r /∈ A#. Since A is an RA#-module, it follows that A is an RL0-module,
too.

(2) Clearly A ≤ L0. Consider the ring RL0/A; it is a local uniserial ring
with maximal ideal L0/A. We claim that it is an artinian ring. Assume
for the moment that this is not the case. Then it is easy to see, using the
uniseriality, that RL0/A is not even perfect. That is, there exists a strictly
decreasing chain

t1RL0 > t1t2RL0 > · · · > t1t2 · · · tnRL0 > . . .

such that tn ∈ L0 and t1t2 . . . tn 6∈ A for any natural number n. By the
minimality of L0 in the set {(tM)# | t ∈ R \ A}, this implies that the
chain t1M > t1t2M > · · · > t1t2 · · · tnM > . . . is strictly decreasing—a
contradition to our assumption. Hence, the claim is proved.

Therefore, the maximal ideal L0/A is nilpotent, that is, there is an index
n such that Ln

0 ≤ A. Now, every prime ideal L of the valuation domain
R is either idempotent or a principal ideal of the localization RL. Thus,
either L0 = A or L0 = bRL0 , for some b ∈ L0. The ideals of RL0 containing
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a power of the maximal ideal are necessarily powers of the maximal ideal.
Thus by part (1), A = Lm

0 for some integer m ≥ 1.
(3) Since sM is the minimum nonzero element in S, we have that for

every r ∈ R either rsM = 0 or rsM = sM . Hence L0 = Ann(sM). But
Ann(sM) = s−1A, hence A = sL0. The other equality follows immediately
by (2) and the definition of the radical of an ideal. ¤

As the last statement in this section, we seek to restrict the set of sub-
modules of Q to which M (X) has to be Ext-orthogonal in order that M
be Σ-cotorsion. Before doing this, we will prove a lemma that will be also
useful later.

Lemma 2.5. Let M be a nonzero R-module and P be a prime ideal of R.
Then the following hold:

(1) If P ≤ AnnR(M), then M is Σ-cotorsion as an R-module if and only
if it is Σ-cotorsion as an (R/P )-module.

(2) If P ≥M#, then M is Σ-cotorsion as an R-module if and only if it
is Σ-cotorsion as an RP -module.

Proof. (1). For every (R/P )-module M and every R-module Y , we have the
following homological formula (see [7, VI, 4.1.3]):

Ext1R/P (R/P ⊗R Y,M) ∼= Ext1R(Y,M),

provided that TorR
n (R/P, Y ) = 0 for every n. Thus if Y is a (torsion-free)

R-submodule of Q, the formula gives the isomorphism

Ext1R/P (Y/PY, M (X)) ∼= Ext1R(Y, M (X)).

Since P is a prime ideal, it is easy to check that Y/PY is a torsion-free
(R/P )-module. Hence, if M is a Σ-cotorsion (R/P )-module, then Ext1R(Y, M (X)) =
0 for every set X, and M is a Σ-cotorsion R-module.

Conversely, if J is a nonzero R/P -submodule of the quotient field RP /P
of R/P , then J = Y/P for some P < Y ≤ RP and thus PY = P . Therefore
Ext1R(Y, M (X)) = 0 implies that Ext1R/P (Y/P,M (X)) = 0 for every set X

and, subsequently, M is a Σ-cotorsion (R/P )-module.
(2). If P ≥M# and M is a Σ-cotorsion R-module, then also P ≥M# by

Proposition 2.1 and Lemma 2.2. Hence, as in Lemma 2.2 (1), multiplying
by every r ∈ R \ P induces an automorphism of M and M is naturally an
RP -module. Moreover, using the well known homological formula

Ext1R(A,B) ∼= Ext1RP
(RP ⊗R A,B),

(see [7, VI, 4.1.3] and use the fact that RP is a flat R-module), we infer that
M is Σ-cotorsion as an RP -module.

On the other hand, if M is an RP -module and it is Σ-cotorsion as an
RP -module, then we have Ext1R(J,M (X)) ∼= Ext1RP

(RP ⊗R J,M (X)) = 0
for any R-submodule J ≤ Q and any set X. Hence M is a Σ-cotorsion
R-module. ¤

Now we state the condition saying which submodules of Q have to be
tested to see that a given R-module M such that {tM | t ∈ R} is well-
ordered is Σ-cotorsion.
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Proposition 2.6. Let M be a nonzero module such that S = {tM | t ∈ R}
is well-ordered. Denote L0 =

√
AnnR(M) and P = M#. Then the following

conditions are equivalent:
(1) M is a Σ-cotorsion R-module,
(2) Ext1R(J,M (X)) = 0 for every set X and for every RP -submodule J

of Q such that L0 < J ≤ RL0.

Proof. (1) =⇒ (2). This is clear, since Ext1R(J,M (X)) = 0 even for any
R-submodule J ≤ Q and any set X provided M is Σ-cotorsion.

(2) =⇒ (1). Assume that (2) holds. First note that L0 is a prime
ideal since R is a valuation domain. Also AnnR(M) ≤ P implies L0 ≤ P .
Moreover, by Lemma 2.5 (2), we can assume that P is the maximal ideal of
R.

Next assume that H is some prime ideal contained in AnnR(M). By
Lemma 2.5 (1), M is Σ-cotorsion as an R-module if and only if M is Σ-
cotorsion as an R/H-module. Also by the proof of Lemma 2.5 (1), the latter
condition is equivalent to Ext1R(J,M (X)) = 0 for every R-submodule J ≤ Q

such that H < J ≤ RH , since we have to test ExtR/H(J/H, M (X)) = 0 only
for nonzero (R/H)-submodules J/H of the quotient field RH/H.

By Lemma 2.4 (2), we know that AnnR(M) = Lm
0 for some positive

integer m. If m = 1, we can take H = L0 and the proof is finished by the
preceding paragraph. Assume that AnnR(M) = Lm

0 for some m > 1. Then
L0 = bRL0 for some b ∈ L0. Put

H =
⋂

i<ω

Li
0

It follows that H is a prime ideal contained in the annihilator AnnR(M) and
RH =

⋃
i<ω b−iRL0 . Note that the chain (b−iRL0)i<ω viewed as a countable

direct system is isomorphic to the system:

RL0

b·→ RL0

b·→ RL0

b·→ . . .

Hence, if we apply the functor HomR(−,M (X)) to it, the resulting inverse
system (HomR(b−iRL0 ,M

(X)))i<ω clearly satisfies the Mittag-Leffler condi-
tion since bmM = 0. It follows that lim←−

1
i<ω

HomR(b−iRL0 ,M
(X)) = 0 by

Theorem 1.3. Consequently, since Ext1R(RL0 ,M
(X)) = 0 by assumption,

Ext1R(RH ,M (X)) = 0 for every set X by Lemma 1.2 (2).
Hence, to see that M is a Σ-cotorsion R-module, we only have to prove

that Ext1R(J,M (X)) = 0 for every set X and every J ≤ Q such that H <
J < RH . For this, it is enough to show that for every such J there is K ∼= J
such that L0 < K ≤ RL0 . If J is already between L0 and RL0 , we can just
take K = J . If not, assume first that H < J ≤ L0. Then there is a (unique)
i ≥ 1 such that Li+1

0 < J ≤ Li
0. Therefore, taking K = b−iJ gets us to the

wanted range. Finally, if RL0 < J < RH , we can similarly take K = biJ for
a suitable i ≥ 1. ¤

3. Characterization by chain conditions

In this section again, R will always be a valuation domain and Q its
quotient field. We characterize Σ-cotorsion R-modules by certain descending
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chain conditions on definable subgroups. The whole result is summarized
in Theorem 3.8. This characterization has an important consequence—for
valuation domains it answers in affirmative the question posed by Guil-
Asensio and Herzog [13] on whether pure submodules of Σ-cotorsion modules
are again cotorsion, see Theorem 3.9.

In the case in which all R-submodules of Q are countably generated, such
a characterization is already given by Proposition 2.1. For “larger” domains
the situation is, however, more complicated. We start with the following
definition:

Definition 3.1. Let κ be a regular cardinal. Then a κ-factoring system
over R is a family F = (rαβ)α<β<κ of nonzero elements of R such that
rαβrβγ = rαγ for all ordinal numbers α < β < γ < κ.

It is easy to see that we have a straightforward correspondence between
nonzero κ-generated submodules of Q and κ-factoring systems. Namely:

(1) Given a κ-generated submodule 0 6= J ≤ Q, we can express J as a
union of an ascending well-ordered chain (tγR)γ<κ where 0 6= tγ ∈ Q

for all γ. Then clearly tαt−1
β ∈ R for all α < β < κ and the family

F = (rαβ)α<β<κ given by rαβ = tαt−1
β is a κ-factoring system.

(2) Given a κ-factoring system F = (rαβ)α<β<κ, then J ′ =
⋃

γ<κ r−1
0γ R

is a (nonzero) κ-generated submodule of Q.
Moreover, if we start with J ≤ Q and get a κ-factoring system F as in

(1), and we further construct J ′ ≤ Q as in (2), then obviously J ∼= J ′. Note
also that the minimal number of generators of any submodule of Q (and of
any uniserial module in general) is a regular cardinal (see [12, II.4]). Next,
we consider the aforementioned descending chain conditions.

Definition 3.2. Let M be an R-module, κ an uncountable regular cardinal
and F = (rαβ)α<β<κ a κ-factoring system over R. We say that the condition
CC(F, M) is satisfied if

CC(F,M): There exists a closed unbounded subset C ⊆ κ with
the property that for each γ ∈ C, the descending
chain (M [rαγ ])α<γ is stationary.

And for a module M and an uncountable regular cardinal κ we say that
condition CC(κ, M) is satisfied if

CC(κ,M): Condition CC(F,M) is satisfied for every κ-factoring
system F.

We will see that there is a close connection between conditions CC(κ,M)
and M being Σ-cotorsion. We start with the following preliminary lemma:

Lemma 3.3. Let M be an R-module satisfying the condition CC(ℵ1,M).
Then there are no strictly descending chains of the form (M [tα])α<ℵ1 , tα ∈
R.

Proof. Let M be an R-module satisfying the condition CC(ℵ1,M) and sup-
pose that there are elements (tα)α<ℵ1 in R such that the chain (M [tα])α<ℵ1

is strictly descending. Then obviously tβ properly divides tα for every α <

β < ℵ1. W.l.o.g. M [tα] < M for every α < ℵ1. Put rαβ = tαt−1
β ; then clearly
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F = (rαβ)α<β<ℵ1 is an ℵ1-factoring system. By Lemma 1.9, M [tα] > M [tβ]
implies rαβ ∈ (tβM)#. We have tβ = tγrβγ ; hence tβM ≤ rβγM and
also (tβM)# ≤ (rβγM)# by Lemma 2.3 whenever β < γ < κ. Thus,
rαβ ∈ (rβγM)# and by Lemma 1.9 we conclude that M [rαγ ] > M [rβγ ], for
every α < β < γ < ℵ1. This clearly contradicts the condition CC(F,M). ¤

Next, we give a necessary condition for a module M to be Ext-orthogonal
to ≤ κ-generated submodules of Q for a given κ. This in turn implies a
necessary condition for a module to be Σ-cotorsion.

Lemma 3.4. Let M an R-module and κ an uncountable regular cardinal.
If Ext1R(J,M (X)) = 0 for every ≤ κ-generated submodule J ≤ Q and every
set X, then CC(λ,M) holds for every uncountable regular cardinal λ ≤ κ.

In particular, CC(λ,M) holds for any uncountable regular λ whenever M
is Σ-cotorsion.

Proof. Let κ be an uncountable regular cardinal and M be a module such
that Ext1R(J,M (X)) = 0 for every ≤ κ-generated submodule J ≤ Q and
every set X. We will prove the statement by induction on λ ≤ κ.

Let F = (rαβ)α<β<λ be a λ-factoring system and assume that CC(µ, M)
holds for each regular uncountable µ < λ. We want to show that CC(F,M)
is satisfied. Let us denote J ′ =

⋃
δ<λ r−1

0δ R and also Jγ =
⋃

δ<γ r−1
0δ R for

each γ ≤ λ. Then clearly (Jγ | γ ≤ λ) is a λ-filtration of J ′.
Also by the assumption, Ext1R(Jγ ,M (X)) = 0 for every γ ≤ λ and every

set X. Hence, we can use Theorem 1.1 for B = {M (X) | X a set} to obtain
a closed unbounded subset C ⊆ λ such that:

Ext1R(Jβ/Jα,M (X)) = 0 (∀α, β ∈ C,α < β) (∀X) (∗)
Note that if we intersect C with the set of all limit ordinals less than λ,
we get again a closed unbounded subset of λ. So we can w.l.o.g. assume
that C consists only of limit ordinals. It follows easily from (∗) that for
every γ ∈ C the map HomR(Jγ+1,M

(X)) → HomR(Jγ ,M (X)) is surjective,
hence Ext1R(Jγ+1/Jγ ,M (X)) = 0. Note that by our construction, Jγ+1 is
the submodule of Q generated by r−1

0γ . We will show that the set C fits the
definition of CC(F,M). Let γ ∈ C. Then there are two cases:

First case: cf γ = ω. Choose a sequence (αn | n < ω) of ordinals (not
necessarily from C) such that γ = supn<ω αn = supn<ω(αn + 1). Then by
the construction we have:

Jγ+1/Jγ = r−1
0γ R/

⋃
n<ω

r−1
0αn

R = lim−→ r−1
0γ R/r−1

0αn
R,

where the maps in the direct limit are just the canonical projections. Since
Ext1R(Jγ+1/Jγ ,M (X)) = 0 for any X, Lemma 1.2 (1) yields for X = ω:

lim←−
1 HomR(r−1

0γ R/r−1
0αn

R, M (ω)) = 0.

Hence the inverse system (HomR(r−1
0γ R/r−1

0αn
R, M))n<ω satisfies the Mittag-

Leffler condition by Theorem 1.3. It is just a matter of easy computation to
see that the latter inverse system is isomorphic to the system

M [rα0γ ] ⊇M [rα1γ ] ⊇M [rα2γ ] ⊇ . . .
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But this clearly means that the chain (M [rαnγ ])n<ω is stationary. Note
that since (M [rαγ ])α<γ is a descending chain and we have just proved that
it has a cofinal stationary subchain, the whole chain (M [rαγ ])α<γ must be
stationary as well.

Second case: cf γ ≥ ℵ1. Note that this can only happen when λ > ℵ1.
In particular if λ is equal to ℵ1, then the fact that CC(F, M) is satisfied
has already been proved by the first case. Otherwise, there are no strictly
descending chains of the form (M [tα])α<ℵ1 , tα ∈ R, by induction hypothesis
for λ = ℵ1 and by Lemma 3.3.

Assume by way of contradiction that the chain (M [rαγ ])α<γ is not sta-
tionary. Then there is a cofinal subset D of γ of cardinality cf γ such that the
chain (M [rαγ ])α∈D is strictly decreasing. But this is impossible as proved
before. ¤

Combining previous results together, we get the following corollary:

Corollary 3.5. Let M be an R-module such that Ext1R(J,M (X)) = 0 for
every ≤ ℵ1-generated submodule J ≤ Q and every set X. Then the set
{tM | t ∈ R} is countable and well-ordered with respect to inclusion.

Proof. We already know from Proposition 2.1 that {tM | t ∈ R} is well
ordered. By Lemma 3.4, CC(ℵ1,M) holds. But then by Lemma 3.3, there
is no strictly descending chain of the form (M [tα])α<ℵ1 , tα ∈ R. Which in
turn implies together with Lemma 2.2 that there is no strictly ascending
chain of the form (tαM)α<ℵ1 , tα ∈ R. Hence {tM | t ∈ R} is countable. ¤

Now we aim to characterize Σ-cotorsion modules. More precisely, the goal
is to prove that the necessary conditions for M being Σ-cotorsion given by
Proposition 2.1 (well-ordering on {tM | t ∈ R}) and Lemma 3.4 (conditions
CC(λ,M)) are actually sufficient. But first we need a technical lemma.

Lemma 3.6. Let M be a module such that the set {tM | t ∈ R} is well-
ordered, κ be an uncountable regular cardinal, and F = (rαβ)α<β<κ be a
κ-factoring system. Then there is a closed unbounded subset C ⊆ κ with
the following property: For each β ∈ C and for each α < β, there exists an
ordinal number ξ such that α < ξ < β and rαγM = rαξM for each γ ≥ ξ.

Proof. Define a function s : κ→ κ by

s(α) = min{δ > α | rαδM = rαγM for each γ ≥ δ}
Note that s is well-defined since {tM | t ∈ R} satisfies d.c.c. with respect
to inclusion. We claim that s is an increasing function. Let α < β < κ and
choose arbitrarily γ ≥ s(β). Then rβ s(β)M = rβγM by definition. After
multiplying both sides of this equality by rαβ , we get rαs(β)M = rαγM .
Hence s(α) ≤ s(β), again by definition.

Next, we will inductively construct a strictly increasing continuous se-
quence of ordinals (dζ)ζ<κ such that dζ < κ for each ζ < κ. Put

d0 = sup{0, s(0), s(s(0)), . . . } = sup
n<ω

sn(0)

For a limit ordinal ζ we put dζ = supη<ζ dη, and for ordinal successors we
define

dη+1 = sup{dη, s(dη), s(s(dη)), . . . } = sup
n<ω

sn(dη)
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It is easy to see that the set C = {dζ | ζ < κ} is closed unbounded in κ.
Let β ∈ C; that is, β = dζ for some ζ < κ. We will show that for any α < β
also s(α) < β and thus rαγM = rαs(α)M whenever s(α) ≤ γ < κ. Putting
ξ = s(α) will then conclude the proof. We will consider two cases:

First case: ζ = 0 or ζ = η + 1 for some η < κ. Let c = 0 if ζ = 0 and
c = dη if ζ = η + 1. By definition of dζ , there is a natural number n such
that α < sn(c). Hence s(α) ≤ sn+1(c) < dζ = β.

Second case: ζ is a limit ordinal. Then there is η < ζ such that α < dη+1.
And by the first case s(α) < dη+1 < dζ = β. ¤

Now, we are ready to prove a general result from which we will easily
derive the characterization of Σ-cotorsion modules.

Theorem 3.7. Let R be a valuation domain, M an R-module and κ an
infinite regular cardinal. Then the following are equivalent:

(1) Ext1R(J,M (X)) = 0 for every ≤ κ-generated R-submodule J ≤ Q and
every set X.

(2) The set {tM | t ∈ R} is well-ordered with respect to inclusion and
the condition CC(λ,M) is satisfied for every regular uncountable
cardinal λ ≤ κ.

Proof. The implication (1)⇒ (2) follows by Proposition 2.1 and Lemma 3.4.
Conversely, assume that (2) holds for some κ. Let J ≤ Q be a ≤ κ-

generated R-submodule of Q. We have to prove that Ext1R(J,M (X)) = 0 for
every set X. If J is countably generated, this follows by Proposition 2.1.
We will proceed further by induction on the minimal number of generators
of J .

Assume that genJ = λ ≤ κ for some λ uncountable and Ext1R(J ′,M (X)) =
0 for every < λ-generated submodule J ′ ≤ Q and every set X. Then, as men-
tioned just after Definition 3.1, there is a κ-factoring system F = (rαβ)α<β<λ

such that J ∼= ⋃
η<λ r−1

0η R. Let us also denote Jζ =
⋃

η<ζ r−1
0η R for each

ζ ≤ λ. Then clearly (Jζ | ζ ≤ λ) is a λ-filtration of Jλ
∼= J and Jζ+1 = r−1

0ζ R

for each ζ < λ.
Let C ⊆ λ be the closed unbounded subset given by the condition CC(F,M).

Since we can intersect C with the closed unbounded set given by Lemma 3.6
and take the intersection instead of the original C, we can without loss of
generality assume that

for each γ ∈ C and α < γ, there exists ξ = ξ(α) such that

α < ξ < γ and rαδM = rαξM for each δ ≥ ξ. (a)

For a similar reason, we can assume that C only contains limit ordinals.
Now fix γ, δ ∈ C, γ < δ, and look at the direct system (r−1

0δ R/r−1
0α R)α<γ =

(Jδ+1/Jα+1)α<γ where the maps are the canonical projections. If we apply
the functor HomR(−,M (X)) to it, we get the corresponding inverse system
(HomR(r−1

0δ R/r−1
0α R, M (X)))α<γ which is easily shown to be isomorphic to

the inverse system (M [rαδ](X))α<γ with just the inclusions as the maps. But
since the descending chain (M [rαγ ])α<γ is stationary by assumption and
M [rαδ] = r−1

γδ M [rαγ ], the chain (M [rαδ](X))α<γ must be stationary as well
for any X. In other words, the latter chain has a constant cofinal subchain,
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and since lim←−
1 does not change when we pass to a cofinal subchain (cf. [20,

Theorem B]), Theorem 1.5 yields:

lim←−
α<γ

1 HomR(r−1
0δ R/r−1

0α R, M (X)) ∼= lim←−
α<γ

1M [rαδ](X) = 0. (‡)

Next look at the direct system of short exact sequences 0 → r−1
0α R →

r−1
0δ R→ r−1

0δ R/r−1
0α R→ 0 indexed by ordinals α < γ with the obvious maps.

If we apply the functor HomR(−,M (X)) to this system, we get an inverse
system of exact sequences

0→ HomR(r−1
0δ R/r−1

0α R, M (X))→
→ HomR(r−1

0δ R, M (X))→ HomR(r−1
0α R, M (X)) (b)

which is easily seen to be isomorphic to the inverse system of exact sequences

α : 0 −−−−→ M [rαδ](X) ≤−−−−→ M (X) ·rαδ−−−−→ M (X)

x≤
∥∥∥

x·rαβ

β : 0 −−−−→ M [rβδ](X) ≤−−−−→ M (X) ·rβδ−−−−→ M (X)

where α < β < γ. We claim that the following sequence which arises just
by taking inverse limit of the latter inverse system is exact:

0→
⋂
α<γ

M [rαδ](X) →M (X) → lim←−
α<γ

M (X) → 0.

To see this, note first that by (‡), the inverse limit of the inverse system
of the short exact sequences 0 → M [rαδ](X) → M (X) pα−→ rαδM

(X) → 0
is exact. Therefore, since the maps M (X) ·rαδ−−→ M (X) factor as M (X) pα−→
rαδM

(X) ≤−→M (X), we only need to prove that the limit of the inverse system
of the inclusions

iα : rαδM
(X) ≤−−−−→ M (X)

x·rαβ

x·rαβ

iβ : rβδM
(X) ≤−−−−→ M (X)

is an isomorphism. By left exactness of inverse limits, the limit map lim←−α<γ
iα

must be injective. Conversely, let m be an element in the codomain of
lim←−α<γ

iα; that is, m can be viewed as a sequence (mα)α<γ ∈ (M (X))γ such
that mα = rαβmβ for each α < β < γ. But then for each α < γ, there exists
ξ such that α < ξ < γ and rαδM

(X) = rαξM
(X). This follows from (a) and

the assumption that γ ∈ C. In particular, mα = rαξmξ ∈ rαδM
(X) for each

α < γ and thus (mα)α<γ is actually an element of lim←−α<γ
rαδM

(X). Hence
lim←−α<γ

iα is surjective as well and the claim is proved.
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By applying the conclusion of the claim to the isomorphic inverse system
of exact sequences (b), we get an exact sequence

0→ lim←−
α<γ

HomR(r−1
0δ R/r−1

0α R, M (X))→

→ lim←−
α<γ

HomR(r−1
0δ R,M (X))→ lim←−

α<γ

HomR(r−1
0α R,M (X))→ 0

By using the well-known fact that contravariant Hom-functors take direct
limits to inverse limits and the definition of the modules Jζ , ζ < λ, we see
that the last exact sequence is isomorphic to

0→ HomR(Jδ+1/Jγ ,M (X))→ HomR(Jδ+1,M
(X))→ HomR(Jγ ,M (X))→ 0

We conclude that the map HomR(Jδ+1,M
(X)) → HomR(Jγ ,M (X)) coming

from the inclusion Jγ ≤ Jδ+1 is surjective. Hence also the map

HomR(Jδ, M
(X))→ HomR(Jγ ,M (X))

is surjective, and since Jδ is < λ-generated and we have Ext1R(Jδ, M
(X)) = 0

by inductive hypothesis, it follows Ext1R(Jδ/Jγ ,M (X)) = 0.
Finally, the chain (Jζ | ζ ∈ C ∪ {λ}) is a filtration of Jλ

∼= J with the
property that Ext1R(Jβ/Jα,M (X)) = 0 for each α, β ∈ C, α < β and for each
set X. It is a well-known result that Ext1R(J,M (X)) = 0 for each set X in
this case (see for example [9, Proposition XII.1.14]). ¤

Now we formulate the promised characterization of Σ-cotorsion modules.

Theorem 3.8. Let R be a valuation domain. An R-module M is Σ-cotorsion
if and only if

(1) The family {tM | t ∈ R} of submodules of M is (countable and)
well-ordered with respect to inclusion.

(2) The condition CC(κ,M) is satisfied for every uncountable regular
cardinal κ.

Proof. This is an immediate consequence of Theorem 3.7 taking into account
the fact that a module N is cotorsion if and only if Ext1R(J,N) = 0 for every
submodule J ≤ Q. If either of the equivalent conditions holds, then the set
{tM | t ∈ R} is necessarily countable by Corollary 3.5. ¤

As an important application of Theorem 3.8, we prove one of the main
results of this paper, which includes an analogue of [13, Corollaries 13 and
14] and answers the question posed in [13] on whether a pure submodule
of a Σ-cotorsion module is always cotorsion, both in the setting of modules
over a valuation domain.

Theorem 3.9. Let R be a valuation domain and M be a Σ-cotorsion R-
module. Then the following modules are again Σ-cotorsion over R:

(a) any pure submodule of M ,
(b) any pure-epimorphic image of M ,
(c) any direct product of copies of M ,
(d) any module elementarily equivalent to M ,
(e) any module of the form rM , r ∈ R,
(f) any module of the form M/rM , r ∈ R.
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Proof. Clearly, N [s] = M [s] ∩N for every submodule N of M . Hence if M
is Σ-cotorsion, every submodule N satisfies condition (2) of Theorem 3.8.
If N is a pure submodule of M , then sN = sM ∩ N for every s ∈ R and
condition (1) of Theorem 3.8 is inherited by N . Hence N is Σ-cotorsion and
(a) follows. The same conclusion applies to every submodule of the form
rM for r ∈ R, since the set {t(rM) | t ∈ R} is a subset of {tM | t ∈ R}.
Hence (e) follows. Next, (b) and (f) follow from (a) and (e), respectively,
by the fact that cotorsion modules are closed under taking cokernels of
monomorphisms. For (c), the conclusion follows again by Theorem 3.8,
noting that r(MX) = (rM)X and (MX)[r] = (M [r])X for every r ∈ R and
every set X. Finally, if N is elementarily equivalent to M , then N is a
pure submodule of an ultraproduct of copies of M by the theorem of Frayne
[8, Corollary 4.3.13]. Hence N is Σ-cotorsion by (c), (b) and (a), and (d)
follows. ¤

4. Divisible Σ-cotorsion modules

In this section, we characterize divisible Σ-cotorsion modules over valua-
tion domains R. There are two main reasons for this. First, it is much easier
to deal with divisible modules than with all modules. In particular the set
{tD | t ∈ R} is equal to {0, D} for D divisible, hence it is obviously well-
ordered. The other reason is deeper—it turns out that divisible Σ-cotorsion
modules are building blocks of all Σ-cotorsion modules as we will see in the
next section. We start with an easy observation.

Lemma 4.1. Let D be a divisible R-module and P = D#. Then the sets
{t(RP ) | t ∈ R} and {D[t] | t ∈ R} are antiisomorphic totally ordered sets
(both with respect to inclusion), and the corresponding order antiisomor-
phism is given by sending t(RP ) to D[t].

Proof. Since R is a valuation domain, the localization RP is again a valuation
domain and both {t(RP ) | t ∈ R} and {D[t] | t ∈ R} are totally ordered
with respect to inclusion. We need to prove that t(RP ) < s(RP ) if and only
if D[t] > D[s]. Note that D# = 0, hence D is in fact an RP -module. But
then t(RP ) ≥ s(RP ) implies D[t] ≤ D[s], so the if part is done. For the only
if part, note that t(RP ) < s(RP ) implies that t = sr for some r ∈ P . Thus
r ∈ (sD)# = D# since s is clearly nonzero, and D[t] = D[sr] > D[s] follows
by Lemma 1.9. ¤

We need one more lemma, which will also be useful later. We prove it,
therefore, in a slightly more general setting than just for divisible modules.

Lemma 4.2. Let M be a nonzero R-module such that Ext1R(J,M (X)) = 0
for every ≤ ℵ1-generated R-submodule J ≤ Q and every set X, and denote
P = M# and L = M#. Then all RP -submodules K ≤ Q such that L <
K ≤ RL are countably generated (as RP -modules).

Proof. Note first that the assumption on M is equivalent to {tM | t ∈
R} being well-ordered and the condition CC(ℵ1,M) being satisfied (see
Theorem 3.7). Hence L ≤ P by Lemma 2.2.

Assume now by way of contradiction that there is an uncountably gen-
erated RP -submodule K ≤ Q such that L < K ≤ RL. That is, K =
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⋃
α<κ tαRP for some uncountable regular cardinal κ and a strictly ascend-

ing chain (tαRP )α<κ. We can w.l.o.g. assume that tα ∈ RL \L for all α < κ
and, by passing from K to

⋃
α<ℵ1

tαRP , that κ = ℵ1. If we put rαβ = tαt−1
β ,

we get an ℵ1-factoring system F = (rαβ)α<β<ℵ1 such that rαβ ∈ P \ L for
each α < β < ℵ1. But then M [rαγ ] > M [rβγ ] for each α < β < γ < κ by
Lemma 1.9 since rαβ ∈ P = M# = (rβγM)#. In other words, condition
CC(F, M) is not satified, which contradicts the assumptions. ¤

Now we are in a position to give the characterization.

Theorem 4.3. Let R be a valuation domain, D be a nonzero divisible R-
module and P = D#. Then the following are equivalent:

(1) D is Σ-cotorsion.
(2) Ext1R(J,D(X)) = 0 for every ≤ ℵ1-generated R-submodule J ≤ Q

and every set X.
(3) Condition CC(ℵ1, D) is satisfied.
(4) There is neither a strictly descending nor a strictly ascending chain

of the form (D[tα])α<ℵ1 , tα ∈ R.
(5) Q has no uncountably generated RP -submodules.

Proof. (1) =⇒ (2) is clear.
(2) =⇒ (5). This follows from Lemma 4.2 since D# = 0 for D nonzero

divisible.
(5) =⇒ (1). This is an immediate consequence of Lemma 2.5 (2),

Proposition 2.1 and the fact that {tD | t ∈ RP } = {0, D} is obviously
well-ordered.

(2) ⇐⇒ (3). This follows directly from Theorem 3.7 used for κ = ℵ1,
again using the fact that {tD | t ∈ R} = {0, D}.

(4) ⇐⇒ (5). Assume that there is a chain (D[tα])α<ℵ1 that is either
strictly ascending or strictly descending. Then the chain (tαRP )α<ℵ1 is
either strictly descending or strictly ascending by Lemma 4.1. Hence, either⋃

α<ℵ1
tαRP or

⋃
α<ℵ1

t−1
α RP is an uncountably generated RP -submodule of

Q.
On the other hand, if J ≤ Q is an uncountably generated RP -submodule,

then J is a union of a strictly ascending chain of the form
⋃

α<κ tαRP

or
⋃

α<κ t−1
α RP if J < R or J > R, respectively. Hence (tαRP )α<ℵ1 is

either strictly ascending or strictly descending, and so is (D[tα])α<ℵ1 by
Lemma 4.1. ¤
Remark. Note that there is no restriction on the prime ideals which we can
get as D# for D divisible. More precisely, if P is any prime ideal, then
D = Q/RP is a divisible R-module with D# = P . We can even find an
injective module D with D# = P , namely D = HomZ(RP ,Q/Z).

The previous theorem also gives us an easy way to construct valuation
domains with divisible Σ-cotorsion modules that are not Σ pure-injective,
and on the other hand domains with divisible modules that are not Σ-
cotorsion.

Example 4.4. Let κ be a cardinal and consider a valuation domain R such
that the value group is isomorphic to Z(κ) with lexicographic ordering. Put
D = Q/R.
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If κ = ℵ0, then D is clearly Σ-cotorsion by Theorem 4.3, since Z(ℵ0)

is a countable set. But the maximal ideal of R is ℵ0-generated, hence by
Lemma 4.1 there is a strictly descending chain of the form

D[t0] % D[t1] % D[t2] % . . .

All the groups D[ti] are finitely definable subgroups of D, hence, by the well
known characterization of Σ-pure-injective modules proved in [14] or [27],
the module D cannot be Σ-pure-injective.

If κ = ℵ1, then the maximal ideal J of R is ℵ1-generated, so Lemma 4.1
yields a strictly descending chain of the form (D[tα])α<ℵ1 . Hence D is not
Σ-cotorsion by Theorem 4.3. In fact, one can check that Ext1R(J,D(ℵ1)) 6= 0.

The above examples give us a strong indication that the concept of Σ-
cotorsion modules is much harder to describe than the concept of Σ-pure
injective modules. Namely, the property of being Σ-cotorsion is in general
not of countable character in the sense of Guil-Asensio and Herzog [13]:

Proposition 4.5. Let R be a valuation domain with the value group iso-
morphic to Z(ℵ1) with lexicographic ordering. Then the module D = Q/R
is not Σ-cotorsion as an R-module, but its restriction SD to any countable
subring S of R is a Σ-cotorsion S-module.

Proof. By the above example D is not a Σ-cotorsion R-module. On the
other hand, if S is a countable subring of R, then S is certainly a domain
and D has an induced structure of a divisible S-module. By Proposition 1.8
the restriction SD of D to S is a Σ-cotorsion S-module. ¤

5. Structure of Σ-cotorsion modules

In this last section, we will investigate the structure of general Σ-cotorsion
modules over valuation domains. We show that this depends very much on
the structure of divisible Σ-cotorsion modules characterized in the previous
section. The first observation to start with is that it is enough to investigate
the structure of torsion Σ-cotorsion modules.

Lemma 5.1. Let M be a Σ-cotorsion module. Then M ∼= T ⊕ Q(γ) where
T is a torsion Σ-cotorsion module.

Proof. By [12, XIII 8.8], any cotorsion module M is decomposed into a direct
sum M1 ⊕ F where M1 is the cotorsion envelope of its torsion submodule
and F is a torsion-free cotorsion module, hence pure-injective (by [12, I.8.11,
XIII.8.]). Thus, if M is Σ-cotorsion, then F is Σ-pure injective. But F# = 0,
so F is a Q-module by Lemma 2.5 (2) used for P = 0. Hence F ∼= Q(γ)

for some set γ. The summand M1 is also Σ-cotorsion and by Theorem 3.9
we conclude that the torsion submodule of M1 is cotorsion since a module
is always a pure submodule of its cotorsion envelope. Hence M1 coincides
with its torsion submodule. ¤

Next, we will follow a slightly different line of investigation, which is
somewhat similar to the case of Dedekind domains. But unlike for Dedekind
domains, we get a non-split exact sequence in general, as explained after the
proof of the proposition.
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Proposition 5.2. Let M be an R-module. M is Σ-cotorsion R-module if
and only if there is a short exact sequence

0→ D →M → B → 0

where D is a divisible Σ-cotorsion module of the form tM for some element
t ∈ R and B is bounded Σ-cotorsion.

Proof. Sufficiency is clear. Let M be Σ-cotosion. Then the set S = {tM |
0 6= t ∈ R} has the smallest element by Proposition 2.1. Denote this smallest
element by D and put B = M/D. Then D = tM for some t and sD =
stM = tM = D by minimality for each 0 6= s ∈ R. Hence D is divisible
(whether or not it is a zero module) and B is bounded. Both D and B are
Σ-cotorsion by Theorem 3.9. ¤

Remark. (a) The exact sequence in Proposition 5.2 need not split. This can
be shown by considering the class IC of valuation domains introduced in [5]
(IC stands for incompleteness condition). They have the property that all
submodules of Q are countably generated and also that Ext1R(R/I,K) 6= 0
for K = Q/R and every non-principal ideal I of R. Examples of such
domains are given in [5, Ex. 2.5 and 2.6]. If R is an IC-domain with a non-
principal maximal ideal P (see [5, Ex. 2.6]), then there is a non-splitting
exact sequence 0 → K → T → R/P → 0, where K is divisible torsion and
R/P is bounded. By Proposition 2.1, both K and R/P are Σ-cotorsion, so
T is Σ-cotorsion.

(b) A valuation domain R is called an ICC-domain in case it is an IC-
domain and K = Q/R is countable. In [5] it is proved that the class of
ICC-domains gives rise to an independence result for the cotorsion pair
(⊥K, (⊥K)⊥). Namely, it is not decidable in ZFC if the class (⊥K)⊥ coin-
cides with the class of all divisible modules.

In order to obtain the structure of bounded Σ-cotorsion modules, we state
a preliminary lemma.

Lemma 5.3. Let M be an R-module and I an ideal of R. The following
hold:

(1) If 0 < IM , then (IM)# ≤M#.
(2) If IM < M , then (M/IM)# = M#.
(3) If the set {tM | t ∈ R} is well-ordered with respect to inclusion, then

the set {tIM | t ∈ R} is well-ordered with respect to inclusion.
(4) If M is Σ-cotorsion, then both IM and M/IM are Σ-cotorsion.

Proof. (1) Let r /∈ M#, that is rM = M . Then also rIM = IM , hence
r /∈ (IM)#.

(2) Let r ∈ (M/IM)#, then rM + IM < M ; hence also rM < M , that
is r ∈M#. Conversely, let r ∈M#. If rR ≤ I then rM + IM = IM , hence
r(M/IM) = 0. If I < rR then rM +IM = rM , hence r(M/IM) < M/IM .
In both cases r ∈ (M/IM)#.

(3) We may assume that IM 6= 0. Assume by way of contradiction that
there exists a strictly descending chain

t0IM > t1IM > t2IM > . . .
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Then t0R > t1R > t2R > . . . is strictly descending, too. Since the set {tM |
t ∈ R} is well-ordered by assumption, there exists an index m such that
tmM = tkM for every k ≥ m. But this clearly implies that tmIM = tkIM
for every k ≥ m, a contradiction.

(4) It is enough to show that IM satisfies conditions (1) and (2) of The-
orem 3.8. The above paragraph shows that condition (1) holds for IM .
Condition (2) is inherited by all submodules N of M , since M [r]∩N = N [r]
for all r ∈ R. Hence, IM and consequently also M/IM are Σ-cotorsion. ¤

Now, we can state the main theorem concerning the structure of Σ-
cotorsion modules. Using it, we are able to filter any Σ-cotorsion module
by modules which are divisible Σ-cotorsion over some (valuation) factor do-
mains of R. Recall that such divisible Σ-cotorsion modules are described
in Theorem 4.3. Note that it is implicit in the theorem below, in view of
Lemma 2.5, that all the composition factors Mα+1/Mα are Σ-cotorsion as
R-modules, too.

Theorem 5.4. Let R be a valuation domain and M be a nonzero Σ-cotorsion
R-module. Then there is a countable ordinal τ , a filtration (Mα | α ≤ τ) of
M and an ascending chain (Lα)α<τ of prime ideals of R such that for every
α < τ :

(1) Mα is a Σ-cotorsion R-module.
(2) Mα+1/Mα is a nonzero divisible Σ-cotorsion R/Lα-module.

Moreover, for any non-limit ordinal α ≤ τ there is t ∈ R such that Mα =
tM , and conversely for each t ∈ R there is a unique (possibly limit) ordinal
α ≤ τ such that tM = Mα.

Proof. We will define the filtration (Mα | α ≤ τ) by induction on α and in
such a way that Mα = IαM for some ideal Iα ≤ R. Moreover, Iα will be a
principal ideal for α non-limit.

We start with M0 = 0 and I0 = 0. For a limit ordinal α, we just take
Mα =

⋃
β<α Mβ and Iα =

⋃
β<α Iβ. We stress at this place that α cannot

be equal to ℵ1 since otherwise M would admit a strictly ascending chain of
submodules of the form (sβ+1M)β<ℵ1 where Iβ+1 = sβ+1R, a contradiction
to Corollary 3.5. If α = β +1 is an ordinal successor and Mβ < M has been
constructed, let sαM be the minimal element of the set {tM | t ∈ R & tM >
Mβ}; this must exist by Proposition 2.1. We put Mα = sαM and Iα = sαR.
Clearly, this construction must stop, say for Mτ = M , and by the argument
above it cannot happen that ℵ1 ≤ τ . Hence τ is countable.

Note that the filtration (Mα | α ≤ τ) we have just constructed is nothing
else than the closure of the well-ordered countable set {tM | t ∈ R} under
unions of chains.

We define Lα = (Mα+1/Mα)#. Using Lemmas 5.3 and 2.3, we obtain for
each α ≤ γ < τ the inequality:

Lα = M#
α+1 = (sα+1M)# ≤ (sγ+1M)# = M#

γ+1 = Lγ ,

showing that (Lα)α<τ is an ascending chain of prime ideals.
Now, (1) follows from Lemma 5.3, since Mα = IαM for some ideal Iα

by the construction. It follows that Mα+1/Mα is a Σ-cotorsion R-module
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for each α < τ , since the class of cotorsion modules is closed under cok-
ernels of monomorphisms. Moreover, tMα+1 = tsα+1M is either equal to
Mα+1 or contained in Mα by construction, hence Lα = (Mα+1/Mα)# =
AnnR(Mα+1/Mα) and Mα+1/Mα is a divisible R/Lα-module. Then (2) fol-
lows by Lemma 2.5.

From the last two statements, the first follows directly by the construction.
For the second, let t ∈ R and consider the set T = {β ≤ τ | tM ≤ Mβ}. T
is non empty, thus T has a minimal element α. It is not difficult to see that
tM = Mα. ¤

We devote the rest of the section to answering the question whether one
can state a converse of Theorem 5.4. That is, whether the fact that M has
a certain filtration by Σ-cotorsion modules which are divisible over suitable
factor domains implies that M itself is Σ-cotorsion. One obvious case is
when the filtration is finite. Another case is when M is bounded and R is
ℵ0-noetherian, that is, all ideals of R are countably generated. We know in
this case that a bounded module M over an ℵ0-noetherian valuation domain
is Σ-cotorsion if and only if {tM | t ∈ R} is well-ordered. This follows by
Proposition 2.1 and the fact that Ext1R(Q,M (X)) = 0, since M (X) is bounded
as well.

For proving a more general statement we need some preparatory lemmas.

Lemma 5.5. Let M be an R-module. For every n ≥ 1, let sn ∈ R and
let (snM)n≥1 be an increasing chain of nonzero modules, such that M =⋃
n≥1

snM . Then:

(1) ((snM)#)n≥1 is an increasing sequence and M# =
⋃

n≥1
(snM)#,

(2) ((snM)#)n≥1 is an increasing sequence and M# =
⋃

n≥1
(snM)#,

(3) M# =
⋃

n≥1
snR, provided that the chain (snM)n≥1 is strictly increas-

ing.

Proof. The fact that the sequences considered in (1) and (2) are increasing
follows by Lemma 2.3.

(1) This immediately follows from the fact that r ∈ M# if and only if
M [r] 6= 0 and that (sM)[r] = sM ∩M [r].

(2) Let r ∈ M#; that is rM < M . Then already rM < smM for some
m ≥ 1. Hence r(smM) ≤ rM < smM and r ∈ (smM)# ≤ ⋃

n≥1
(snM)#.

Conversely, by Lemma 2.3, (snM)# ≤M# for every n, hence
⋃

n≥1
(snM)# ≤

M#.
(3) If r ∈ M# then, as in part (2), rM < smM for some m ≥ 1, so

rR < smR ≤ ⋃
n≥1

snR. Conversely, if r ∈ ⋃
n≥1

snR, then r ∈ smR for

some m ≥ 1. Hence rM ≤ smM and the assumption smM < M implies
r ∈M#. ¤
Lemma 5.6. Let P1 ≤ P2 ≤ P3 ≤ . . . be an ascending chain of prime ideals
in R and let P =

⋃
n≥1

Pn. If J is an R-submodule of Q such that J ⊗R RPn
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is a countably generated RPn-module for each n ≥ 1, then J ⊗R RP is a
countably generated RP -module.

Proof. Suppose that J ⊗R RP is not countably generated; that is, there is
an uncountable regular cardinal κ and a strictly ascending chain (xαRP )α<κ

such that J ⊗R RP =
⋃

α<κ xαRP . In particular, xαx−1
β ∈ P =

⋃
n≥1

Pn for

every α < β < κ. Hence for some n, the set

{α < κ | xαx−1
α+1 ∈ Pn}

must be of cardinality κ, or equivalently: unbounded in κ. For this n, the
chain (xαRPn)α<κ has a strictly increasing well-ordered cofinal subchain,
which implies that

J ⊗R RPn =
⋃
α<κ

xαRPn

is not countably generated. ¤
Lemma 5.7. Let M be an R-module. Assume that M is the union of an
ascending chain 0 < s1M ≤ s2M ≤ s3M ≤ . . . and all snM are Σ-cotorsion.
Then the following hold.

(1) The set S = {tM | t ∈ R} is countable and well-ordered,
(2) If L = M# and P = M#, then every RP -submodule J of Q such

that L < J ≤ RL is countably generated (as an RP -module).

Proof. (1) By Corollary 3.5, the sets Sn = {tsnM | t ∈ R} are countable and
well-ordered. Therefore, the set S = {tM | t ∈ R} is countable well-ordered
as well since S =

⋃
n≥1
Sn ∪ {M}.

(2) Denote Ln = (snM)# and Pn = (snM)# for every n ≥ 1. By
Lemma 5.5 the sequence (Ln)n≥1 is an increasing sequence and L =

⋃
n≥1

Ln.

Let L < J ≤ RL. Then also Ln < J ≤ RLn for each n. Hence J ⊗R RPn is a
countably generated RPn-module for each n by Lemma 4.2 and consequently
J is a countably generated RP -module by Lemmas 5.5 and 5.6. ¤

Now we can prove a crucial statement which is a partial converse of The-
orem 5.4. Indeed, Theorem 5.4 implies that every Σ-cotorsion module M is
the union of a countable strictly increasing chain of the form (siM)i and all
the modules siM are Σ-cotorsion. Given such a chain (siM)i with all the
“smaller” modules siM Σ-cotorsion, one may ask whether M is necessarily
Σ-cotorsion, too. For a finite chain this is obvious, but for a countable chain
this is not trivial and is the contents of the following theorem:

Theorem 5.8. Let R be a valuation domain and M be a nonzero R-module.
Assume that M is the union of a countable ascending chain 0 < s1M ≤
s2M ≤ s3M ≤ . . . and all snM are Σ-cotorsion. Then M is Σ-cotorsion.

Proof. If the chain is finite, then clearly M is Σ-cotorsion. We can, therefore,
assume that snM < sn+1M , for each n ≥ 1. By Lemma 5.7 the set S =
{tM | t ∈ R} is countable well-ordered.

We denote L = M#, P = M#, Ln = (snM)# and Pn = (snM)# for each
n ≥ 1. By Lemmas 2.2 and 5.5, the following hold:

(1) L ≤ P and Ln ≤ Pn;
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(2) the sequences (Ln)n≥1 and (Pn)n≥1 are increasing;
(3) L =

⋃
n≥1

Ln =
⋃

n≥1
snR and P =

⋃
n≥1

Pn.

Moreover, by Lemma 2.5 (2), we can assume that P is the maximal ideal of
R.

We first make the following assumption:

L = P and Pn < P, for each n ≥ 1. (I)
We show that M is Σ-cotorsion under this assumption by using the charac-

terization of Σ-cotorsion modules given in Theorem 3.8. We already noticed
that S = {tM | t ∈ R} is countable and well-ordered, hence M satisfies
condition (1) in that theorem. What remains to prove is that the con-
dition CC(κ,M) is satisfied for every uncountable regular cardinal κ. In
other words, we have to prove CC(F,M) whenever F = (rαβ)α<β<κ is a
κ-factoring system. Note that this is trivial when the chain (r−1

0γ R)γ<κ is
stationary, or, in other words, if there is some δ < κ such that rαβ is a unit
in R whenever δ < α < β < κ. Let us assume that this is not the case.
Then there is a continuous strictly increasing function f : κ → κ such that
rf(α)f(β) ∈ P =

⋃
n≥1

Pn whenever α < β < κ. As in the proof of Lemma 5.6,

there exists m ≥ 1 such that the set

E = {α < κ | rf(α)f(α+1) ∈ Pm}
is unbounded in κ. When changing f accordingly, we can without loss of
generality assume that E = κ. Note also that CC(F,M) holds if and only if
CC(F′,M) holds where F′ = (rf(α)f(β))α<β<κ, since f is continuous. Thus,
we can pass from F to F′ and assume w.l.o.g. that all rαβ are in Pm.

We know that for each n ≥ 1, CC(κ, snM) is satisfied, since snM is Σ-
cotorsion. Thus, for each n ≥ 1 there is a closed unbounded subset Cn ⊆ κ
with the property that for each limit ordinal γ ∈ Cn, the descending chain
(snM [rαγ ])α<γ is stationary. Let C =

⋂
n≥1 Cn. Then C is still a closed

unbounded subset of κ. Let j ≥ 1 be such that Pm < sjR. Such an index j
exists since Pm < P and P = L =

⋃
n≥1

snR by (I). For every limit ordinal

γ ∈ C there is αj < γ such that

sjM [rαjγ ] = sjM [rβγ ], for each αj ≤ β < γ. (∗)
We prove that αj is a stationary index for the chain (skM [rαγ ])α<γ , for

each k ≥ j and thus also for the chain (M [rαγ ])α<γ . This will be accom-
plished in several steps.

First consider the ideal Iγ of R generated by rβγ for each αj ≤ β < γ.
Then

Iγ = Iγsk (1)
for each k ≥ j. In fact, for each β < γ we have rβγ = rβ,β+1rβ+1,γ and
rβ,β+1 ∈ Pm < skR, for each k ≥ j. Hence, rβγ ∈ rβ+1,γskR, for each k ≥ j
and thus Iγ ≤ Iγsk. This proves (1).

If rαjγsjM = 0, then by (∗) we have that rβγsjM = 0, for each αj ≤ β <
γ. Hence, by (1), 0 = IγsjM = IγM = IγskM , for each k ≥ j. This means
that skM [rαjγ ] = skM = skM [rβγ ], for each αj ≤ β < γ.
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If rαjγsjM > 0, then also rβγsjM > 0, for each αj ≤ β < γ. Then, by
Lemma 1.9 (2), condition (∗) is equivalent to

rαjβ /∈ (rβγsjM)#, for each αj ≤ β < γ. (a)

Condition (a) implies that (rβγsjM)# < Pm for each αj < β < γ, hence
(IγsjM)# = (IγM)# ≤ Pm.

Assume by way of contradiction that αj is not a stationary index for the
chain (skM [rαγ ])α<γ , for some k > j. Then there exists β > αj such that
skM [rαjγ ] > skM [rβγ ]. Since, rβγskM > 0, Lemma 1.9 (2) implies that

rαjβ ∈ (rβγskM)#. (b)

Conditions (a) and (b) imply in particular, that rβγskM > rβγsjM . So
sjs

−1
k ∈ (rβγskM)#. By assumption skM is Σ-cotorsion, so the same

holds for rβγskM by Theorem 3.9. Thus, (rβγskM)# ≤ (rβγskM)# by
Proposition 2.1 and Lemma 2.2. Now rβγskM ≤ IγskM = IγM . Hence,
(rβγskM)# ≤ (rβγskM)# ≤ (IγM)# ≤ Pm. Thus, sjs

−1
k ∈ Pm and

sj ∈ skPm ≤ Pm, contradicting the assumption Pm < sjR. We have,
therefore, shown that CC(κ,M) is satisfied and we conclude that M is Σ-
cotorsion.

Now assume that hypothesis (I) does not hold and suppose, by way of
contradiction, that M is not Σ-cotorsion. Then, for each m ≥ 1, M/smM

is not Σ-cotorsion. Note that Lm ≤
√

AnnR(M/smM) by Lemmas 2.4
and 5.3. Hence, by Proposition 2.6, there exists an R-submodule Jm of Q
and a set Ym such that Lm < Jm ≤ RLm and Ext1R(Jm, (M/smM)(Ym)) 6= 0.
Let Y =

⋃
m≥1 Ym. Since by hypothesis smM is Σ-cotorsion, we see that

Ext1R(Jm,M (Y )) 6= 0 for each m ≥ 1. Note that, for each m ≥ 1, Jm is not
a countably generated R-module, since otherwise Ext1R(Jm,M (Y )) = 0 by
Proposition 2.1.

Fix m ≥ 1. Lemma 5.6 implies that there exists n ≥ 1 such that Jm ⊗R

RPn is not a countably generated RPn-module. So there is an uncountable
regular cardinal κ and a strictly ascending chain (xαRPn)α<κ such that
Jm ⊗R RPn =

⋃
xαRPn . Consider Jm ⊗R RPm ; since Lm ≤ Pm we have

Lm < Jm ⊗R RPm ≤ RLm and, by Lemma 4.2 used for smM , we infer
that Jm⊗R RPm is a countably generated RPm-module. Hence in particular
n > m. The chain (xαRPm)α<κ must be constant from some point on and
consequently Jm ⊗R RPm = bRPm for some b ∈ Q. Now, if Ln ≤ Pm, then
Ln < b−1Jm ≤ RLn and b−1Jm ⊗R RPn would be an uncountably generated
RPn-module. But this contradicts Lemma 4.2 and the assumption that snM
was a Σ-cotorsion module. So, for each m ≥ 1 there is n > m such that
Ln > Pm. This implies that Pm < P for each m ≥ 1 and L = P . But
we have seen above that in this case M is Σ-cotorsion. This completes the
proof. ¤

Strictly speaking, Theorems 5.4 and 5.8 are not really converses of each
other. We conclude the paper by combining the two theorems to a corollary
which makes precise, in which way a Σ-cotorsion module is reconstructed
from divisible Σ-cotorsion modules over factor domains.
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Corollary 5.9. Let R be a valuation domain and M be an R-module. Then
the following are equivalent:

(1) M is Σ-cotorsion.
(2) The set S = {IM | I ≤ R} is countable, well-ordered by inclusion,

and IM/JM is Σ-cotorsion (and divisible over a suitable valuation
factor domain) whenever IM is an immediate successor of JM in
S.

Proof. The implication (1) =⇒ (2) is a direct consequence of Theorem 5.4.
Suppose that (2) holds. As S is well-ordered, we can prove that IM is Σ-
cotorsion for each ideal I of R by transfinite induction. For IM = 0, this is
clear. Otherwise, put N =

⋃
s∈(IM)# sIM . If N = M , then IM is a union

of a (countable) chain 0 < s1IM < s2IM < s3IM < . . . , so we can use
Theorem 5.8 to conclude that IM is Σ-cotorsion. If N < IM , then clearly
IM is an immediate order-successor of N in S. Therefore, IM/N is Σ-
cotorsion by assumption, and so is IM itself using the inductive hypothesis.
Hence (1) follows by putting I = R. ¤
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[24] J. Šťov́ıček and J. Trlifaj, All tilting modules are of countable type, Bull. Lond. Math.

Soc. 39 (2007), 121–132.
[25] C. A. Weibel, An introduction to homological algebra, Cambridge Studies in

Advanced Mathematics, 38. Cambridge University Press, Cambridge, 1994.
[26] M. Ziegler, Model theory of modules, Ann. Pure Appl. Logic. 26 (1984), 149–213.
[27] W. Zimmermann, Rein-injektive direkte Summen von Moduln, Comm. in Alg.5

(1977), 1083–1117.

Dipartimento di Matematica Pura e Applicata, Universitá di Padova, Via
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