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The aim of the paper is to discuss once more the basic question of quaternionic analysis, namely what is the proper generalization of the notion of holomorphicity for functions from the field \( \mathbb{H} \) of quaternions into itself. There are more possible answers to the question. The standard approach consists of attempts to generalize either the power series expansion, or Cauchy-Riemann equations or differentiability.

The first generalization poses no restriction — all real-analytic mappings from \( \mathbb{H} \) to itself are allowed. The third one is too restrictive — only a subclass of linear functions satisfies the condition. The second one is the best — a suitable generalization of Cauchy-Riemann equation found and studied by Fueter ([4]) and the theory of regular functions in this sense is developed (and generalized) a lot now (for details see [2], [5], [6]).

Another approach to this basic question is presented here. The operators \( \partial \) and \( \bar{\partial} \) play basic role in complex analysis and they appear naturally in the discussion of complex-valued differential on \( \mathbb{C} \) (or more generally on complex manifolds). It is well known, that the space \( \mathcal{E}' \) of differential forms on \( \mathbb{C} \) is complexified first (\( \mathcal{E}'_C \)) and the de Rham sequence \( \mathcal{E}'_C \rightarrow \mathcal{E}^1_C \rightarrow \mathcal{E}^2_C \) is splitted after into the diagram:

\[
\begin{array}{ccc}
\mathcal{E}'_C & \xrightarrow{d} & \mathcal{E}^1_C \\
\mathcal{E}^0_C & \xrightarrow{\partial} & \mathcal{E}^1_C \\
\mathcal{E}^0_C & \xrightarrow{\bar{\partial}} & \mathcal{E}^1_C \\
\end{array}
\]

We would like to find an analogy to this procedure in quaternionic case. In such a way we can get a new insight to the question what is the proper generalization of holomorphicity in quaternionic case.

1. \( \mathbb{H} \) — VALUED FORMS.

Let us consider the algebra \( \mathcal{E}'' \) of differential forms on \( \mathbb{H} \). A typical element of \( \mathbb{H} \) can be written as \( q = q_0 + iq_1 + iq_2 + iq_3 \).
(where \( i_1^2 = i_2^2 = i_3^2 = i_1 i_2 i_3 = -1 \)). Let us denote \( d_j = dq_j \) and \( \delta_j = \delta_j^{dq_j} \), \( j = 0, \ldots, 3 \) and \( q^+ = q_1 i_1 q_2 + i_3 q_3 + i_2 q_4 \).

The algebra \( \mathcal{E}_m^+ \) of \( \mathbb{H} \)-valued forms on \( \mathbb{H} \) is defined by \( \mathcal{E}_m^+ = \mathcal{E}_m^+ \otimes_{\mathbb{H}} \mathbb{H} \) and we shall consider it as the right vector space over \( \mathbb{H} \). The exterior product is defined by the usual formula \([6]\), but has unusual properties because of noncommutativity of coefficients. The de Rham operator \( d \) acts on such forms componentwise.

The aim is now to find a splitting of the de Rham sequence
\[
\mathcal{E}_m^0 \xrightarrow{d} \mathcal{E}_m^1 \xrightarrow{d} \mathcal{E}_m^2 \xrightarrow{d} \mathcal{E}_m^3 \xrightarrow{d} \mathcal{E}_m^4
\]
i.e. to find a decomposition of \( \mathcal{E}_m^0 \), \( \mathcal{E}_m^1 \), \( \mathcal{E}_m^2 \) in an analogy to the complex case.

2. THE DECOMPOSITION OF 1-FORMS.

To find an analogy for \( dz, d\bar{z}, \delta z, \delta \bar{z}, \delta z \), it is natural to consider first the forms \( dq = dq_0 + iq_1 + q_2 i_3 + q_3 i_4 \), \( dq^+ = dq_0 - iq_1 + q_2 i_3 - q_3 i_4 \) and operators \( \delta^* = \delta_0 + \delta_1 \delta_3 - \delta_2 \delta_4 \), \( \delta^* = \delta_0 - \delta_1 \delta_3 + \delta_2 \delta_4 \). The space \( \mathcal{E}_m^1 \) is \( k \)-dimensional (as a right vector space over \( \mathbb{H} \)). Hence to find a suitable splitting needs to find a good basis for \( \mathcal{E}_m^1 \). Two forms \( dq \) and \( dq^+ \) are clearly not sufficient for this purpose and there is no clear candidate for missing members of a basis.

To solve the problem, let us define 1-forms \( dq^{13} = -i_3 dq_{14} \), \( dq^{30} = i_0 dq_{13} \), \( dq^{32} = i_2 dq_{13} \). Then \( dq \), \( dq^{13} \), \( dq^{30} \), \( dq^{32} \) will be shown to be a basis of \( \mathcal{E}_m^1 \). The field of quaternions is usually treated with fixed, chosen quaternionic units, but the basic spirit of quaternionic needs an independence of such a choice (for a definition not using fixed quaternionic units see \([3]\)). To keep such independence of the splitting we have to define
\[
\mathcal{E}_m^{1,(1)} = \{ a \in \mathcal{E}_m^1 \mid a = dq f, f \in \mathcal{E}_m^0 \}
\]
\[
\mathcal{E}_m^{1,(2)} = \{ a \in \mathcal{E}_m^1 \mid a = dq^{13} f_{13} + dq^{30} f_{30} + dq^{32} f_{32} \mid f_{13}, f_{30}, f_{32} \in \mathcal{E}_m^0 \}
\]

**Lemma 1:** \( \mathcal{E}_m^1 = \mathcal{E}_m^{1,(1)} \oplus \mathcal{E}_m^{1,(2)} \)

It is easy to show that the basis \( dq, dq^{13}, dq^{30}, dq^{32} \) can be expressed as linear combinations of \( dq, dq^{13}, dq^{30}, dq^{32} \). Hence the forms \( dq, dq^{13}, dq^{30}, dq^{32} \) form a basis, too.

**Remark:**

A new point of view is suggested by such a splitting, namely that the analogues of \( \mathcal{E}_m^{1,(1)} \) and \( \mathcal{E}_m^{1,(2)} \) in quaternionic analysis are no more similar. They have different dimensions and their similarity
in complex analysis is a sort of degeneracy. As a consequence, the
analogues of $\partial$ and $\bar{\partial}$ in quaternionic analysis will be quite dif-
ferent in character, too.

**Lemma 2:**

Let us denote $dq^j = -i_j dq i_j$, $\partial^j = -i_j \partial i_j$; $j = 1, 2, 3$.

Then $d = dq \partial + dq^i \partial^i + dq^2 \partial^2 + dq^3 \partial^3$.

**Proof:** A short computation.

**Definition 1:**

Let us define operators $\mathcal{D}: \mathcal{E}_m^\partial \rightarrow \mathcal{E}_m^{\partial(1)}$, $\mathcal{Z}: \mathcal{E}_m^\partial \rightarrow \mathcal{E}_m^{\partial(2)}$ by

$\mathcal{D}f = dq \partial f$, $\mathcal{Z}f = dq^1 \partial^1 f + dq^2 \partial^2 f + dq^3 \partial^3 f$, $f \in \mathcal{E}_m^\partial$.

**Remark.**

Clearly $\mathcal{Z} \rightarrow \mathcal{D} \rightarrow \mathcal{E}_m^{\partial(1)}$, $\mathcal{d} = \mathcal{D} + \mathcal{Z}$

is an analogue of the corresponding complex case picture. Let us now
have a look what the solutions of $\mathcal{D}f = 0$, $\mathcal{Z}f = 0$ looks like.

It is clear that $\mathcal{D}f = 0 \iff f$ is a (Fueter) regular function.

On the other hand we have

**Lemma 3:** $\mathcal{D}f = 0 \iff f$ is (left) differentiable.

**Proof:** $\frac{df}{dq} = \lim_{h \rightarrow 0} \frac{1}{h}(f(q+h) - f(q))$ exists $\iff$

$\exists f = -i_j \partial f = -i_j \partial^j f \iff$

$\frac{d}{dq} \Delta f = (\partial s - \Delta) dx = (\partial s - \Delta f) dx = (\partial s - \Delta f) dx = 0$

$\mathcal{D}f = 0 \iff \Delta f = 0$.

**Remark.**

Hence $\mathcal{D}f = 0$ are just Cauchy-Riemann equations for the deri-
vative of a quaternionic function to exist. And even if the class
of solutions is very restricted, there is an interesting connection
to a very nice piece of mathematics arising from some problems of math-
ematical physics.

Two basic differential operators are mentioned in [7] - Dirac
operator and twistor operator. In the flat case (the Riemannian
$\mathbb{R}$-manifold $\mathcal{X}$ being $\mathbb{R}, \times \mathbb{R}$ ) and after the identification of $\mathbb{C}$
with $\mathbb{H}$, we shall find that the Dirac operator can be identified
with $\mathcal{D}$ and the twistor operator with $\mathcal{Z}$. (Note that differ-
entiable quaternionic functions as well as solutions of twistor equa-
tion form a subclass of linear functions.) For details see [8].
So the presented discussion leads to the following analogy between complex and quaternionic analysis:

\[ \mathbb{C} \quad \mathbb{H} \]

\[ 2f = dq\{j-\langle1,i,\bar{a},a\rangle f \} \]
\[ \overline{2f} = (d-\overline{2})f \]

the derivative \( f' \) exists iff

\[ \Box f = 0 \]

then \( f' = j\{\langle1,i,\bar{a},a\rangle f \} \)

3. THE DECOMPOSITION OF 2-FORMS.

The natural procedure for the decomposition of 2-forms could be to split again the de Rham operator \( d = 2 + \overline{2} \) and to use the multiplicative properties of \( \mathbb{H} \)-valued forms to find a natural decomposition of 2-forms. Such a try would end in a complete mess.

But there is another possibility - let us decompose the de Rham operator \( d \) in another way:

\[ d = 2^+ + \overline{2}^+ \text{, where } 2^+ = dq^+ \cdot e^+ \text{, } \overline{2}^+ = dq^+ \cdot e^+ + dq^+ \cdot e^+ + dq^+ \cdot e^+ . \]

(There is another reason, connected with the transformation properties with respect to orthogonal transformation, suggesting that it is a good choice.) The multiplicative properties of considered 1-forms leads us then to the following picture:

Let us denote \( \alpha = dq_0 + dq_1 + dq_2 + dq_3 \), \( \overline{\alpha} = dq_0 - dq_1 - dq_2 - dq_3 \)

Then \( dq_0 \cdot dq_1^+ = \ldots \) and cyclic permutation of them.

It suggests the following definition:

Definition 2:

Let us denote \( s_{d+}(e) = \{(i_{w}f_1 + i_{w}f_2 + i_{w}f_3 + i_{w}f_4) | f_1, f_2, f_3, f_4 \in \mathbb{E}_{d} \} \)

and

\[ 2^+(dq.f) = dq_0 \cdot dq_1^+ = \ldots \text{ and cyclic permutation of them.} \]

while

\[ \sigma(dq_0 dq_1 dq_2 dq_3) = i_{w} \cdot (-3 f_0 + 3 f_2 + 3 f_3 - 3 f_4) + \ldots \]
\( \sigma'(dq^4_f + dq^3 f_2 + dq^2 f_3) = i_{\omega_4}(-3^4 f_1 + 3^3 f_2 + 3^2 f_3) + \\
i_{\omega_3}(3^3 f_1 + 3^2 f_2 + f_3) + i_{\omega_2}(3^2 f_1 + 3^1 f_2 - 3^0 f_3) \)

where \( d = \sigma + \sigma' \) is a splitting of \( d \) on \( \mathcal{E}_4 \).

**Remarks.**

1. Altogether we have

   \[
   \mathcal{E}_4^{1,1} \xrightarrow{\psi} \mathcal{E}_4^{1,0} \xrightarrow{\psi'} \mathcal{E}_4^{1,(-1)}
   \]

2. The spaces \( \mathcal{E}_4^{1,0} \) and \( \mathcal{E}_4^{1,(-1)} \) are just the spaces of \( \mathbb{H} \)-valued selfdual and antiselfdual 2-forms. It brings us once more to the mentioned paper [3], where the spaces of selfdual connections on special spaces are studied.

3. The image of the operator \( \mathcal{D} \) lies in a distinguished subspace of \( \mathcal{E}_4^{1,(-1)} \) defined by \( \{(i_{\omega_4} + i_{\omega_3} + i_{\omega_2}) f \mid f \in \mathcal{E}_4^{1,0} \} \).

4. **THE DECOMPOSITION OF 3-FORMS.**

   There is a very useful \( \mathbb{H} \)-valued 3-form (used e.g. in the Cauchy integral formula - see [5])

   \[
   Dq = d_1 d_2 d_3 - i d_2 d_3 d_1 - i d_3 d_1 d_2 - i d_1 d_2 d_3
   \]

   and we shall define further

   \[
   Dq^j = -i q_d q_j, \quad j = 1, \ldots, 3
   \]

   After the splitting \( d = \mathcal{D} + \mathcal{Dq} \), \( \mathcal{E}_4^3 \to \mathcal{E}_4^3 \) the following multiplicative properties will be found:

   \[
   i_{\omega_4}Dq = Dq \\
i_{\omega_3}Dq = Dq^2 \\
i_{\omega_2}Dq = Dq^3 \quad \text{and other (cyclic) permutations} \\
i_{\omega_1}Dq = Dq^1 \\
i_{\omega_4}Dq^2 = i_{\omega_3}Dq^3 = Dq^4 \\
i_{\omega_4}Dq^3 = i_{\omega_2}Dq^2 = Dq^5
   \]

   This leads to the following definition:

**Definition 3:**

Let us define

\[
\mathcal{E}_4^{3,(1)} = \{Dq f \mid f \in \mathcal{E}_4^{1,0}\} \\
\mathcal{E}_4^{3,(2)} = \{Dq^1 f_1 + Dq^2 f_2 + Dq^3 f_3 \mid f_1, f_2, f_3 \in \mathcal{E}_4^{1,0}\}
\]

It is easy to show that \( \mathcal{E}_4^3 = \mathcal{E}_4^{3,(1)} \otimes \mathcal{E}_4^{3,(2)} \).

We shall define

\[
\mathcal{D}(i_{\omega_4} f_j) = Dq (f_1 + f_2 + f_3)
\]

on \( \mathcal{E}_4^{3,(1)} \) and

\[
\tau(i_{\omega_4} f_j) = Dq(3 f_1 - 3 f_2 + 3 f_3) + Dq^2(3 f_2 - 3 f_3 + 3 f_1) + \\
+ Dq^3(3 f_3 - 3 f_1 + 3 f_2),
\]

on \( \mathcal{E}_4^{3,(2)} \) and
\( \tau'(\tilde{f}_1 \tilde{f}_2 \tilde{f}_3) = -Dq(\bar{a}^\dagger f_1 + \bar{a}^\dagger f_2 + \bar{a}^\dagger f_3) \) on \( \mathcal{E}^\dagger[2] \).

Hence we have the picture:

\[
\begin{align*}
\mathcal{E}_H^\dagger(+) & \xrightarrow{\tilde{\tau}} \mathcal{E}_H^\dagger(-) \\
\mathcal{E}_H^\dagger(+) & \xrightarrow{\Phi} \mathcal{E}_H^\dagger(-) \\
\mathcal{E}_H^\dagger(+) & \xrightarrow{\sigma} \mathcal{E}_H^\dagger(-) \\
\mathcal{E}_H^\dagger(+) & \xrightarrow{\eta} \mathcal{E}_H^\dagger(-)
\end{align*}
\]

To complete the picture we shall use the decomposition \( d = 2^\dagger + 2^\dagger \) on \( \bar{3} \)-forms. The multiplicative properties of \( \bar{3} \)-valued forms give us the following lemma.

**Lemma 4:**

The operator \( 2^\dagger \) equals to zero on \( \mathcal{E}_H^\dagger[2] \), while \( 2^\dagger \) is zero on \( \mathcal{E}_H^\dagger[3] \).

Moreover \( \tilde{\tau}'(Dq^\dagger f_j) = -kd^*q(2^\dagger f_1 + 2^\dagger f_2 + 2^\dagger f_3) \),

while \( 2^\dagger(Dq,f) = -kd^*q2^\dagger f \),

where \( d^*q = d_0-d_1-d_2-d_3 \).

**Proof:**

A short computation gives

\( Dq.dq^\dagger = -kd^*q \), \( Dq.dq^\dagger = 0 \), \( Dq'.dq^\dagger = Dq'.dq^\dagger = 0 \), \( Dq'.dq^\dagger = -kd^*q \).

The whole scheme looks like follows:

\[
\begin{align*}
\mathcal{E}_H^\dagger(+) & \xrightarrow{\tilde{\tau}} \mathcal{E}_H^\dagger(-) \\
\mathcal{E}_H^\dagger(+) & \xrightarrow{\Phi} \mathcal{E}_H^\dagger(-) \\
\mathcal{E}_H^\dagger(+) & \xrightarrow{\sigma} \mathcal{E}_H^\dagger(-) \\
\mathcal{E}_H^\dagger(+) & \xrightarrow{\eta} \mathcal{E}_H^\dagger(-)
\end{align*}
\]

which is claimed to be the proper analogy of the complex case picture.

**Remarks.**

1. All scheme can be extended to a more general setting, e.g it would much more interesting to study such questions on manifolds. These questions will be studied in another paper.

2. Some information on the topology of domains in \( \mathbb{C} \) can be gained using the square of \( \tilde{\tau} \) and \( \tilde{\tau} \) operators in complex case. Similar information in quaternionic case is to be found yet.
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