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ABSTRACT. Optimal control problems with nonlinear equations usually do not possesses
optimal solutions. Nevertheless, if the cost functional is uniformly concave with respect to
the state, the solution may exist. Using the Balder’s technique based on a Young-measure
relaxation, Bauer’s extremal principle and investigation of extreme Young measures, the
existence is demonstrated here for the case of nonlinear ordinary and partial differential
equations.
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1. Introduction.

The optimal control problems usually fail to have solutions unless the cost functional
to be minimized is convex and the controlled system is linear with respect to the
controls. This failure is typically due to oscillations effects: minimizing sequences
tend to oscillate faster and faster which eventually prevent them to be convergent in a
norm topology so that the limit passage through the involved Nemytskii mappings is
impossible. A typical example of this sort is the following optimal control problem:

T
Minimize / (u(t)® —1)* +y(t)* dt (cost functional)
0
(1.1) subject to dy/dt= u(t) for a.a. t€(0,7), y(0)=0, (state equation)
—1<u(t) <1 fora.a. te(0,7T). (control constraints)

Minimizing sequences of controls inevitably oscillate faster and faster around —1 and 1,
converging weakly® (but not strongly) to u = 0. Yet, u = 0 is not an optimal control.

Sometimes, even problems with nonconvex cost functionals or nonlinear state equa-
tions may have a solution. E.g., if changing the sign in the term y? in (1.1) so that we
deal with the cost functional

[ e = 17 = o,



88

the problem (1.1) does have a solution! Using constructive methods, this phenomenon
has been observed for cost functionals and systems linear with respect to the state y
already by Gabasov and Kirillova [8; Section 5.3], Macki and Strauss [10; Section 4.5],
Neustadt [12] or Olech [13]. For more complicated problems (typically convex cost
functionals and linear systems or, in a multidimensional case, the variational constraint
Vy = u) see also Cellina and Colombo [5], Cesari [6] and [7; Chapter 16], Mariconda
[11] or Raymond [14-16].

Recently, Balder [1] proposed another scheme based on the following three steps:
first to relax the original problem to ensure an existence of so-called optimal relaxed
controls, then to use a Bauer extremal principle [2] to show that at least one optimal
relaxed control is an extreme point of the set of all admissible relaxed controls, and then
to show that such extreme points are essentially the original controls, which eventually
yields an optimal control for the original problem. However, Bauer’s principle requires
the relaxed problem to be concave. Therefore, the existence investigations for the
original problem are reduced basically to two questions:

e Which data qualification does guarantee the concave structure of the relaxed
problem?

e When every extreme point of the set of admissible relaxed controls is the original
control?

In Section 2 of this contribution, we want to illustrate the basic situation on the
simplest optimal control problem for the ordinary differential equations with addi-
tivelly separated cost functional as well as the state equation as in (1.1) with S(t)
uniformly bounded. Considering problems having a uniformly concave cost functional
but a “slightly” nonlinear state equation, both above questions can be affimatively
answered; cf. respectively Lemmas 1-2 and 3. The methods used for the first question
are intimately related with a sufficiency of the Pontryagin maximum principle, which
requires basically a convexity of the relaxed problem (at least “at the optimal point”);
see Gabasov and Kirillova [8; Section VIL.2] or, for the case of general integral pro-
cesses, also Schmidt [19]. By this technique one can show the concave structure of the
relaxed problem even if the controlled system is “slightly” nonlinear with respect to
the state on the assumption that the cost functional is “enough” uniformly concave
with respect to the state. As to the second question, we will use (and modify) the
results by Berliocchi and Lasry [3] and Castaing and Valadier [4].

Then, in Sections 3 and 4, we want to expose briefly the generalizations to problems
with unbounded controls and governed by partial differential equations.

2. Main results.

Avoiding problems with state-space constraints as well as problems with non-
additively coupled states and controls (which would cause considerable complications),
we consider the optimal control problem for a (system of) ordinary differential equa-
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tions in the form:

T
Minimize / g(t,y(t)) + h(t,u(t)) dt (cost functional)
0
d
subject to d—?z = G(t,y(t)) + H(t,u(t)) for a.a. t€(0,T) (state equation)
(P) y(0) =0, (initial condition)
u(t) € S(t) for a.a. t€(0,7), (control constraints)
y € WH(0,T;IR"), we L0, T;IR™) .

where g : (0,7) x R" - IR, G : (0,7) x R" - IR", h : (0,7) x R" - R, H :
(0,7) x R™ — IR™ are Carathéodory functions satisfying the growth conditions

(2.1a) JacL9(0,T) FbeR: |G(t,r)| <alt)+0dr|, |H(ts)| <alt),
(2.1b) Jac L0, T) . |g(t,7)| <al(t), |h(t,s)| < alt)

with some ¢ € (1,400). Moreover, G(t, -) is Lipschitz continuous in the sense
(2.1c) Jac L'(0,T): |G(t,r) — G(t,7m2)| < a(t)|ry —ra,

As to the multivalued mapping S : (0,7) = IR™, we suppose it in this section as
bounded, measurable, and in the form S(t) = M(t,S,) for some Sy C IR™ compact
and M : (0,7) x R™ — IR™ a Carathéodory mapping such that both M(t,-) and
M(t,-)~! are Lipschitz continuous uniformly with respect to ¢ € (0,T). Note that (P)
covers also (1.1) for S qualified appropriately.

Following ideas by Young [21], we extend the set of admissible controls U,q:= {u €
L0, T;IR™); u(t) € S(t) for a.a. t€(0,7)} to the set of admissible relaxed controls
Uaa:= {reY(0,T;IR™); supp(v;) C S(t) for a.a. t€(0,7T)}, where (0, T;IR™):= {v :
t— v :(0,7) — rca(IR™) weakly measurable; 14 is a probability measure for a.a. t €
(0,7} denotes the set of the so-called Young measures and rca(IR™) = Cy(IR™)* stands
for Radon measures on IR™. It is known that U,q is weakly™ dense in U.q if imbedded
via the mapping ¢ : v — v with v, = 0,4 where d, € rca(IR™) denotes the Dirac
measure supported at s € IR™; cf. [17] or, for S constant, also Cesari [7] or Warga
[20]. The relaxed problem is then created by the continuous extension of the original
problem (P) from U,q to U,q, which gives:

Minimize / < (t,y(t +/ h(t, s)v(ds) >dt
0

d
subject to &y G(t,y(t +/ H(t,s)v(ds) for a.a. te(0,7),

d
(RP) (to) o,
supp(v;) C S(t) for a.a. t€(0,7),

y € WH(0,T;IR"), veY(0,T;R™) .

It is known (see e.g. Warga [20] or also [17]) that (RP) is actually a correct relaxation of
(P) in the sense that (RP) always posseses a solution and min(RP) = inf(P). Moreover,
if v solves (RP) and v = i(u) for some u € U,q, then u solves (P).
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Obviously, (RP) just represents minimization over U,y of the extended cost func-
tional ® defined by ®(v) == [i (g(t, [y(W)](t)) + [frm h(t, s)1r,(ds)) dt with y = y(v) €
Wh4(0, T;R") being the unique solution to the initial-value problem in (RP). To in-
vestigate the geometrical properties of ®, we will calculate its Gateaux differential with
respect to the geometry comming from L'(0,T;Co(IR™))* D U,q. This is, in fact, a
standard task undertaken within derivation of the Pontryagin maximum principle for
the relaxed controls. This principle usually needs Fréchet differentiability with respect
to y which can be guaranteed by the following assumptions on the partial derivative of
g and G with respect to the variable r, denoted respectively by ¢'(t,r) and G'(t,):

(2.2a) Ja € L*(0,T) 3b: R — R continuous :  |¢'(¢,7)] < a(t) + b(|r]),
19'(t,71) = g' (8, 72)| < (alt) + b(|r1]) + b(|ral)) [ — 7],

(2.2b) Ja € L'¢(0,T) 3b: R — R continuous :  |G'(t, )| < a(t) + b(|r|),
|G/ (t, 1) = G'(t,r2)| < (alt) + b(|r1]) + b([ra])) 1 — 7],

The maximum principle involves the so-called adjoint equation

dA

(2.3) = MG (y®) - g (y®) . AT) =0

The assumption (2.2) ensure that the terminal-value problem (2.3) possesses precisely
one solution A € WH1(0,T;IR"). Likewise in a procedure by Gabasov and Kirillova [8;
Section VII.2] or (for the general integral processes) by Schmidt [19] developed to prove
sufficiency of the maximum principle for optimal control problems, we can establish
the following incrementation formula.

Lemma 1. Let (2.1) and (2.2) be satisfied, let v, € U,q, y, tildey € W14(0, T;IR™)
solve the initial-value problem in (RP) with v and v respectively, and let A\ €
W0, T;R"™) solve (2.3). Then

24) (D) /‘/ H(t,s) + h(t, s)] [5: — v](ds)dt
b [ A0 + MDA
with the second-order correcting terms A,(t) and Ag(t) defined by

(2.5a) Ag(t):= g(t,5(t)) — g(t, y(1) — ¢'(t, y (1) (F(1) — y (1)),
(2.5b) Ag(t):= G(t,5(t) — Gt,y(t)) — G'(t, y(1))((t) — y(1)).

Proof. Using the extended state equation both for y and g, the per-partes integration
and the adjoint equation (2.3), we can calculate:

o () /’/m H(t,s)+ h(t,s)] [ — v)(ds)dt
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= [ (o050) ~ ot 90 — [ A 55~ wi(as)) at
= ottt = ate.u) + 30 (G030~ Gpte) - VD)
= [ 50 - a(t.9(0) + MG TD) - Glt.y(0) + D (a0) - (e
= OT (9(t,(8) — gt y(®) — g (£ y () (H() — y (1))

£ XOG(310) — G y(0) — & p0) 1) () o
— [T A1) + MDA,

0

The formula (2.4) enables us to investigate concavity of the extended cost functional
®. Let us take a sufficiently large radius R so that |[y(u)](t)] < R for any u € Uy
and any t € (0,7), where y(u) € W4(0,T;IR") denotes the unique solution to the
initial-value problem in (P). Concretely, let us take

(2.6) R= sup sup |[y(w)(t)] .

u€lyq t€(0,T)
Furthermore, let a(t) := sup, <z |¢'(t,7)| and A(t) := supj, <z [G'(t,7)[. As (2.2) en-
sures a, A € L*(0,T), we can define

(2.7) b(t):= /tTa(T)dT, B(t):= /tTA(T)dT.

Lemma 2. Let us assume (2.1), (2.2) and G(t, -) twice continuously differentiable, and
let g(t,-) be uniformly concave on the ball of the radius R from (2.6) in the sense

(2.8) Vr,r € R" . max(|r],|7]) <R =
g(t,7) = g(t,r) = g'(t,7)(F = 1) < —a(t)|F — |’

with the modulus a > 0 satisfying, for b and B defined by (2.7), the condition

(2.9) a(t) > ?eB(t) sup |G"(t,r)] .

B r|<R

Then ® is concave on U,g.

Proof. From the adjoint equation (2.3) we can estimate d|\|/dt < A(t)|\(¢)| + a(t) so
that by the Gronwall inequality one gets

(2.10) ()| < </T o) J;T A(@)d6d7_> eftT A(r)dr
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To simplify the notation, we can also (a bit more pessimistically) estimate
(2.11) A1) < b(t)ePD

By the Taylor expansion, we can estimate |G(t, (t))—G(t,y(t))—G' (¢, y(t))(g(t)—y(t))|
<supy,<p 5|G"(t, )| [5(t)—y(t)]*. Then (2.8) with (2.9) and (2.11) ensure the following
inequality

(2.12)  Ay(t) + ADAG(L) < —a(t)[g(t) —y(t)]* + %IA(t)I G (L. yO)] [3(t) — y(O)?

< (-t + 52 sup G167 ) 1) - o) <0

so that the second right-hand term in (2.4) is non-positive. Since the first right-hand
term in (2.4) represents just the Gateaux differential of @, ie. [VO(v)|(F —v) =
S fmm [NEVH (t, 8) + R(t, 8)] [, — v](ds)dt, we obtained

(2.13) Vv, 0 € Upyg : O(v)—d(v) — [VO()|(r—v) <0,

which just says that ® is concave on U,q. O

Lemma 3. If v € Uy is an extreme point of Uy (ie. v = sv' + 112 for some

v 12 € Uy implies vy = vy), then v = i(u) for some u € U,g.

Sketch of the proof. If v, were not a Dirac mass for a.a. ¢ € (0,7), then v, would not be
an extreme point in the set of probability measures on S(t), and thus the multivalued

mapping C : (0,7) = rca(IR™)? defined by
(214)  Ct)={ (' 1?) € rea(IR™)*;

Pt > 0, B (8(0)) = 1= p2(S(0), g+ 57 = )
is not a sigleton for a.a. ¢ € (0,7). Since S is measurable, v is weakly measurable, and
Co(IR™) is separable, the multivalued mapping C' is measurable. Then this mapping
admits a measurable selection ¢t — (v}, 1?) which is not equal to (v, 1) for a.a. t €
(0,T). This shows that v! # v but v = %1/1 + %1/2 so that v is not an extreme point
in U,q, a contradiction. O

Proposition 1. Let (2.1), (2.2), and (2.8)—(2.9) be satisfied. Then (P) has an optimal
solution.

Proof. The relaxed problem (RP) consists in minimization of the weakly* continuous
functional ® on the convex weakly™ compact set U,q so that it certainly has a solution
by the standard compactness arguments. By Lemma 2, ® is concave, so that by
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Bauer’s extremal principle [2] at least one solution to (RP) is an extreme point of U,g.
By Lemma 3, this extreme optimal control for (RP) can be represented by the ordinary
control from U,q which is obviously optimal also for (P). O

Remark. If the controlled system is linear with respect to the state, i.e. G(t,-) is
affine, then obviously G” = 0 and one can take @ = 0 in (2.8) which then just requires
g(t,-) to be concave.

3. A generalization: unbounded controls.

If the multivalued mapping S : (0,7) = IR™ acting as control constraints in (P)
is not bounded, several sophisticated approaches must be still incorporated. First, we
must suppose certain (for simplicity polynomial) coercivity of the problem, say:

(3.1) cols|P < g(t,r) + h(t,s) < ap(t) + Ci|sl?,
(3.2 Gt,r) + H(t5)| < ant) +bilr| + crlsp—

for some ag € L'(0,T), a; € L%(0,T), ¢y, Co,b1,¢c1 € R, p € [1,+0), ¢ € (1,+00), and
£ > 0. Then the modified formulation of the original problem (P) involves L?(0,T; IR™)
in place of L>(0,7;IR™). As to the measurable multivalued mapping S, it is now nat-
ural to suppose it again in the form S(¢):= M(t, Sy) with some Sy € R™ closed and
the Carathéodory mapping M satisfying max(|M (¢, s)|, |M(t,s)7Y) < a(t) + b|s| for
some a € LP(0,7) and b € IR. Note that this growth condition makes the Nemytskii
mapping Ny, generated by M a homeomorphism on LP(€;IR™) whose inverse trans-
forms U,q onto the set Ny (Uag) = {u € LP(0, T;IR™); u(t) € Sy for a.a. t € (0,7)}
which uses a fixed constraint Sj.

Then the correct relaxed problem looks as (RP) but with Y(0,7;IR™) replaced by
YP(0,7;R™) defined as

WP, IR™) = {1/ e Y0, T;R™); [T frm|s|Pre(ds)dt < +oo}.

This set contains just those Young measures, called LP-Young measures, that can be
attained by sequences bounded in LP(0,7;R™); cf. [17]. The quite nontrivial fact that
such (RP) has a solution and inf(P) = min(RP) relies on a nonconcetration of energy
of any minimizing sequence {uy}rew for (P), i.e. the relative weak compactness of the
set {|ug|’; k€ N} in L'(0,7); cf. [17)].

By the assumed coercivity (3.1), all solutions to (RP) must belong to the set

V0. TR = {v € YO TR (7 o lsln(ds)dt) " < oo

for some gy € IR sufficiently large.

Proposition 2. Let (2.1¢), (2.2), (3.1), (3.2), and (2.8)—(2.9) be satistied for the radius

(3.3) R= sup ly(w)lleorme -

u€Uad, |lullLeo,rmm)<2/P o0
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Then (P) has an optimal solution.

Proof. Let us consider a problem (RP), with Y2(0, T'; IR™) in place of Y7(0,T;IR™). By
the coercivity (3.1), (RP), has the same set of solutions as (RP) provided ¢ > g,. By
(2.8) valid for R satisfying (3.3), the problem (RP)y1/5,, has the concave cost functional
® so that, by Bauer’s extremal principle, it must admit at least one optimal control
v which is an extreme point in the convex weakly™ compact set )3, /oo (0, T;IR™). By
the coercivity, we also know that even v € ng(O, T;IR™).

However, then v = i(u) for some U,. Indeed, in the opposite case the Young
measures v, v? € Y(0,T;IR™) obtained in the proof of Lemma 3 would also satisfy the
estimate

T T T
/ / |s[Pu (ds)dt = / / 1s[P(20; — v2)(ds)dt < 2 / / Is[Pry(ds)dt < 207
0 JIR™ 0 JIR™ 0 JIR™

because %I/tl + %Vt2 = ;. In other words, v € Y, (0,T;R™). Replacing the role of

21/Pgqg
vl and 12, we get 12 € gl/pgo (0,T;R™), as well. This would show that v is not an
extreme point in y;’l/pm(o, T;IR™), a contradiction.
Then obviously u is the sought optimal control for (P). O

4. A generalization: distributed-parameter problems.

The presented method readily extends for distributed-parameter controlled systems
which we want to illustrate here briefly for systems governed by elliptic partial differen-
tial equations; for Fredholm integral equations see [18]. In fact, the only peculiarity is
that both the state y and the adjoint state A are required to be bounded in L*-norm,
which may require certain additional regularity.

We will consider a bounded convex domain 2 C IR", n < 3, with a Lipschitz
boundary 0f2 and the following optimal cotrol problem for one elliptic equation with
homogenoeus Dirichlet boundary conditions:

Minimize /Qg(x,y(x)) + h(z,u(z)) d (cost functional)
subject to div(Vy(z)) = G(x,y(x)) + H(z,u(x)) (state equation)
(P Yoo =0, (boundary condition)
u(z) € S(z) for xe€, (control constraints)
y € WH(Q), we LP(IR™),

where ¢,G: QX IR - R, h, H : 2 x R™ — IR are Carathéodory functions satisfying
(3.1)—(3.2) and additionally

(4.1) G(z,-) nondecreasing for a.a. x € ()
(4.2) |Gz, )| < alz) +blr|7,  |H(z,s)| < a(w) + bls["/?
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for some a € L1(Q2), b € R, and ¢ > 1 and ¢ < 400 such that ¢ > n/2 and, if n = 3,
also ¢ < 2n/(n — 2). Note that the involved boundary-value problem has, for any
control u € LP(Q;IR™), a unique weak solution y = y(u) € Wy(€Q).

Besides, the multivalued mapping S : = IR™ is subjected to the same assump-
tions as in Section 2 with € in place of (0,7).

Let us note that, for u ranging a bounded set in LP(2; IR™), y(u) ranges a bounded
set in WH2(Q) C Le(Q). By (4.2), G(z,y(u)) + H(z,u) then ranges a bounded set in
Li(Q)) ¢ W=H=2(Q) for ¢ € [0, 1] such that ¢ > 2n/(n + 2 — 2¢); the last imbedding
is just adjoint to LI(Q)* = LY/@D(Q) > W, *(Q) = W-1+=2(Q)*. Moreover, the
standard elliptic regularity (see Grisward [9]) shows that y(u) is bounded W?22(Q)
provided G(z,y(u)) + H(z,u) ranges a bounded set in L?(Q2). By interpolation for
the linear operator f — y with y solving the problem div(Vu) = f and y|gsq = 0, the
solution y(u) ranges a bounded set in W12(Q) so that, using a well-known imbedding
theorem, W1t2(Q) c C°(Q) provided € > (n — 2)/2, and thus the solution y(u)
lives in C°(Q), which is essential for our theory. Note that 1 > & > (n — 2)/2 and
q > 2n/(n+ 2 — 2¢) yield respectively the mentioned restrictions n < 3 and ¢ > n/2.

Again, we make relaxation by a continuous extension of (P’) from U,y on U, (de-
fined as previously but with €2 in place of (0,7)):

Minimize / ( +/ (@, $)Vy ds)) dz

(RP) subject to div(Vy(x)) = +/ (x, 8)vp(ds) ,
supp(v,) C S(x ) for a.a. T€Q,
y e Wp*(Q), veYP(BR™).

Using Green’s formula instead of per-partes integration, as in Lemma 1 one can derive
the incrementation formula for ®(v):= [, (9(z, [y(v)](z)) + Jgm h(z, s)v.(ds)) dz with
y = y(v) €Wy *(Q) satistying div(Vy(z)) = G(x,y(z)) + fpm H(x, s)vz(ds) in the weak
sense, which now looks as

O(7) — D(v) = /Q / @) H(x, ) + hiz, )] [72 — v,)(ds)da
- / Ag( 1)Ag(z)dz
with the adjoint state A € W,*(Q2) satisfying (in the weak sense)
(4.3) div(VA(z)) = G'(z,y(x))A + ¢'(z, y(z))
We will assume, beside (2.2), the following growth conditions on G’ and ¢’
(4.4) |G (@, )] <b(|r]) 19’ (z,r)] < alx) +b(|r])

with some a € L) and b : R — IR continuous. Note that, by similar regularity
arguments as used for y, the adjoint state \ lives in WT€2(Q) C C°(Q), which allows
us to establish the criterion (4.5) below.
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Proposition 3. Let (2.2), (2.8), (3.1), (3.2), (4.1)—(4.4) be fulfilled. Then (P’) has an
optimal solution provided the uniform-concavity coefficient o of g satisfies

(4.5)

1
alz) = 2 Sup [A(w)|lcogy  sup |G (x, )]
#€laa Ir|<R
”u”LP(Q;IRm)SZI/PQO

with R = SUPycy,,, flufluoqumm) <2'/7o0 |1¥(W) || o), Where oo is a sufficiently large radius

of the ball in LP(§2;IR™) where every minimizing sequence for (P") eventually lives.
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