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Abstract. We study the descriptive hierarchy of complex Banach spaces and

the associated classes of compact spaces. We show that up to weakly Lindelöf
determined spaces and Corson compacta the theory is completely paralel to
that of real Banach spaces. For Valdivia compact spaces and related classes

of Banach spaces the situation is more difficult. We prove analogues of some
results known for real spaces and formulate several open problems.

1. Introduction

By the descriptive hierarchy we mean the following classes of Banach spaces
ordered by inclusion:

separable spaces⋂
weakly compactly generated spaces⋂

subspaces of weakly compactly generated spaces⋂
weakly K-analytic spaces⋂

weakly countably determined (Vašák) spaces⋂
weakly Lindelöf determined spaces⋂

1-Plichko spaces⋂
Plichko spaces

A natural complement of these classes are the following classes of compact spaces,
again ordered by inclusion.

metrizable compacta⋂
Eberlein compacta⋂

Talagrand compacta⋂
Gul’ko compacta⋂
Corson compacta⋂
Valdivia compacta
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2 ONDŘEJ F.K. KALENDA

The definitions of these classes will be recalled in the next two sections. The above
classes of Banach spaces can be defined both for real and complex Banach spaces,
however many results in the literature explicitely or implicitely deal only with the
real spaces. One of the reasons is the fact that any weakly countably determined
Banach space X is weak Asplund (i.e., any real-valued convex continuous function
on X is Gâteaux differentiable at points of a dense Gδ subset of X, see e.g. [7])
and differentiability is studied on real Banach spaces. However, it is natural to ask
whether the study of the respective hierarchy for complex spaces gives something
new. It is the aim of this paper to address this question.

It turns out that up to weakly Lindelöf determined spaces and Corson compacta
nothing new happen, the complex hierarchy is completely analogous to the real one.
It is witnessed by Section 2. However, for Valdivia compacta and 1-Plichko spaces
the situation is not so easy as witnessed by Section 3.

By a Banach space we mean either a real or a complex Banach space, unless one
of these possibilities is explicitely chosen. If X is a Banach space and A ⊂ X, then
spanA denotes the set of all linear combinations (complex ones if X is complex,
real ones if X is real) of elements of A. If X is complex, we denote by spanC A the
set of all complex linear combinations of elements of A and by spanRA the set of
all real linear combinations of elements of A. Obviously spanC A = spanR(A∪ iA).

If X is a complex Banach space, we denote by XR the space X considered as a
real space. The basic tool for most results are the following two easy propositions.
The first one compares the weak topologies of X and XR and the weak* topologies
on the respective duals. The second one deals with spaces of continuous functions.
Note that for any topological space K we denote by C(K,R) the space of real-valued
continuous functions on K and by C(K,C) the space of all complex-valued convex
functions on K. If K is compact, we consider on these spaces the supremum norm
making C(K,R) a real Banach space and C(K,C) a complex Banach space. By τp
we denote the topology of pointwise convergence.

Proposition 1.1. Let X be a complex Banach space.
• The identity X onto XR is a real-linear, isometric and weak-to-weak home-

omorphic map.
• The mapping φ : X∗ → X∗

R defined by φ(ξ) = Re ξ, ξ ∈ X∗, is a real-linear,
isometric and weak*-to-weak* homeomorphic map.

Proof. It is clear from the definition of XR that the identity from X to XR is a
real-linear isometry.

Let ξ ∈ X∗. Set η = Re ξ. Then clearly η ∈ X∗
R and ‖η‖ ≤ ‖ξ‖. Moreover, it

is easy to check that we have ξ(x) = η(x) − iη(ix) for each x ∈ X. Let x ∈ X be
such that ‖x‖ ≤ 1. Choose α ∈ C with |α| = 1 such that αξ(x) = |ξ(x)|. Then
|ξ(x)| = αξ(x) = ξ(αx) = η(αx) − iη(αix) = η(αx) ≤ ‖η‖. Therefore ‖η‖ = ‖ξ‖.
So the mapping φ is a real-linear isometry.

Let us further show that the identity of X onto XR is a weak-to-weak homeo-
morphism. Let η ∈ X∗

R. Then η = Re ξ for some ξ ∈ X∗. As ξ is continuous on
(X,w), η = Re ξ is continuous on (X,w) as well. Conversely, let ξ ∈ X∗. Then
both Re ξ and Im ξ belong to X∗

R and hence are continuous on (XR, w). Therefore
ξ = Re ξ + i Im ξ is continuous on (XR, w), too.

Finally let us show that φ is a weak*-to-weak* homeomorphism. The continuity
is obvious. Further, let us consider a net ξτ of elements of X∗ and ξ ∈ X∗ such
that φ(ξτ ) weak* converges to φ(x). It means that φ(ξτ )(x) converges to φ(ξ)(x) for
each x ∈ X. It follows that φ(ξτ )(ix) converges to φ(ξ)(ix) for each x ∈ X as well,
and hence ξτ (x) = φ(ξτ )(x) − iφ(ξτ )(ix) converges to ξ(x) = φ(ξ)(x) − iφ(ξ)(ix).
Therefore ξτ weak* converges to ξ.

This completes the proof. �
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Proposition 1.2. Let K be a compact space.
• Spaces C(K,C)R, C(K,R)2 and C(K × {0, 1},R) are isomorphic (as real

Banach spaces).
• Spaces (C(K,C), τp), (C(K,R), τp)2 and (C(K × {0, 1},R), τp) are real-

linearly homeomorphic.

Proof. Define the mappings T1 : C(K,C) → C(K,R)2 and T2 : C(K,R)2 → C(K×
{0, 1},R) by

T1(f) = (Re f, Im f), f ∈ C(K,C),

T2(f0, f1)(x, i) = fi(x), f0, f1 ∈ C(K,R), x ∈ K, i ∈ {0, 1}.

These mappings are clearly real-linear isomorphisms (of real vector spaces). It is
obvious that T1 is a τp → τp × τp-homeomorphism and T2 is a τp × τp → τp-
homeomorphism.

Further, for each f ∈ C(K,C) we have

max{‖Re f‖, ‖ Im f‖} ≤ ‖f‖ ≤
√
‖Re f‖2 + ‖ Im f‖2.

Finally, if (f0, f1) ∈ C(K,R)2, then ‖T2(f0, f1)‖ = max{‖f0‖, ‖f1‖}. Therefore T1

are T2 are isomorphisms of real Banach spaces. �

2. On the descriptive hierarchy up to weakly Lindelöf determined
spaces and Corson compacta

In this section we collect results showing that the descriptive hierarchy of complex
Banach spaces up to weakly Lindelöf determined spaces and Corson compacta is
completely paralel to that of real spaces. All the results of this section are easy and
are proved essentially by quoting the results on real spaces and Propositions 1.1
and 1.2. However, we give these simple proofs for the sake of completeness.

We start by the following obvious results on separable spaces and metrizable
compacta.

Theorem 2.1. Let X be a complex Banach space. The following assertions are
equivalent.

(1) X is separable.
(2) XR is separable.
(3) (BX∗ , w∗) is metrizable.
(4) (BX∗

R
, w∗) is metrizable.

Proof. The equivalence 1⇐⇒2 is obvious, 3⇐⇒4 follows from Proposition 1.1 and
2⇐⇒4 is a classical fact [8, Proposition 62 and Exercise 3.48]. �

Theorem 2.2. Let K be a compact space. The following assertions are equivalent.
(1) K is metrizable.
(2) C(K,R) is separable.
(3) C(K,C) is separable.

Proof. The equivalence 1⇐⇒2 is a well-known fact, see [8, Exercise 3.47], 2⇐⇒3
follows from Proposition 1.2. �

We continue by the next class. A Banach space X is called weakly compactly
generated (or, shortly WCG) if there is a weakly compactK ⊂ X with spanK dense
in X. The dual class of compact spaces is that of Eberlein compacta. Recall that a
compact K is Eberlein if it is homeomorphic to a subset of a Banach space equipped
with the weak topology. Notice that it does not matter whether the Banach space
in the question is taken real or complex, as witnessed by the following proposition.

Proposition 2.3. Let K be a compact space. The following are equivalent.
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(1) There is a real Banach space X such that K is homeomorphic to a subset
of (X,w).

(2) There is a complex Banach space X such that K is homeomorphic to a
subset of (X,w).

Proof. If X is a complex Banach space and K is homeomorphic to a subset of
(X,w), then K is homeomorphic to a subset of (XR, w) by Proposition 1.1. Hence
2 =⇒ 1 is proved.

To prove the inverse implication suppose that X is a real Banach space and K is
homeomorphic to a subset of (X,w). Then X is canonically isometric to a subspace
of C((BX∗ , w∗),R) and hence also to a subspace of C((BX∗ , w∗),C)R. Hence K is
homeomorphic to a subset of (C((BX∗ , w∗),C)R, w) and, by Proposition 1.1, also
to a subset of (C((BX∗ , w∗),C), w). �

The following two theorems show the relationship of complex and real WCG
spaces.

Theorem 2.4. Let X be a complex Banach space. The following assertions are
equivalent.

(1) X is WCG.
(2) XR is WCG.
(3) There is M ⊂ X such that spanC M = X and (ξ(x))x∈M ∈ c0(M) for each

ξ ∈ X∗.
(4) There is M ⊂ X such that spanRM = X and (η(x))x∈M ∈ c0(M) for each

η ∈ X∗
R.

Proof. The implication 2 =⇒ 4 follows from [7, Theorem 1.2.5].
4 =⇒ 2 Any one-to-one sequence in M obviously weakly converges to 0. It is

then easy to see that M ∪ {0} is weakly compact. Thus XR is WCG.
1 =⇒ 2 Let X be WCG. There is K ⊂ X weakly compact with spanC K = X.

By Proposition 1.1 the set K ∪ iK is weakly compact in XR. As spanR(K ∪ iK) =
spanC(K), the space XR is WCG.

2 =⇒ 1 Let XR be WCG. There is K ⊂ XR weakly compact with spanRK = X.
By Proposition 1.1 K is weakly compact in X. Clearly spanC K ⊃ spanRK, hence
X is WCG.

3 =⇒ 4 Let M be such a set. Put M ′ = M ∪ iM . Then spanRM
′ = X.

Obviously (Re ξ(x))x∈M ∈ c0(M) for each ξ ∈ X∗.
Further, (Re ξ(x))x∈iM = (Re(iξ(−ix)))x∈iM = −(Im ξ(−ix))x∈iM ∈ c0(iM) for

each ξ ∈ X∗.
Thus (Re ξ(x))x∈M ′ ∈ c0(M ′) for each ξ ∈ X∗, therefore by Proposition 1.1

(η(x))x∈M ′ ∈ c0(M ′) for each η ∈ X∗
R.

4 =⇒ 3 Clearly spanC M = X. Further, if ξ ∈ X∗, then

(ξ(x))x∈M = (Re ξ(x))x∈M + i(Im ξ(x))x∈M ∈ c0(M)

as both Re ξ and Im ξ belong to X∗
R. �

WCG spaces are stable to taking complemented subspaces but not to taking
general closed subspaces [14]. Therefore the class of Banach spaces isomorphic to a
subspace of a WCG space are considered. The relationship of the real and complex
case is contained in the following theorem.

Theorem 2.5. Let X be a complex Banach space. The following assertions are
equivalent.

(1) X is isomorphic to a subspace of a (complex) WCG space.
(2) XR is isomorphic to a subspace of a (real) WCG space.
(3) (BX∗ , w∗) is an Eberlein compactum.
(4) (BX∗

R
, w∗) is an Eberlein compactum.
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Proof. The equivalence 2⇐⇒4 is a known fact which can be proved by the standard
procedure: If (BX∗

R
, w∗) is Eberlein, then C((BX∗

R
, w∗), R) is WCG by Theorem 2.7

below and XR is canonically isometric to a subspace of that space. Conversely, let
Y be a real WCG Banach space and Z be a subspace of Y isomorphic to XR. Then
(BY ∗ , w∗) is Eberlein by [7, Theorem 1.2.3]. Then (BZ∗ , w∗) is a continuous image
of (BY ∗ , w∗) and hence it is Eberlein by [6]. As Eberlein compacta are stable to
taking closed subsets, the assertion 4 immediately follows.

The equivalence 3⇐⇒4 follows from Proposition 1.1.
1 =⇒ 2 Let Y be a complex WCG space, Z a subspace of Y isomorphic to X.

Then YR is a real WCG space by Theorem 2.4, ZR is a subspace of YR isomorphic
to XR.

3 =⇒ 1 X is canonically isometric to a subspace of C((BX∗ , w∗),C). The latter
space is WCG by Theorem 2.7 below. �

As said above, there is a subspace of a WCG space which itself is not WCG. The
first example is due to Rosenthal [14], another one to Argyros [3] (see [7, Section
1.6]). It is usual to consider them as real spaces but the same examples can serve
as complex examples.

Example 2.6. There are non-WCG complex Banach spaces isomorphic to a sub-
space of a (complex) WCG space.

Proof. By [14] there is a finite measure µ and a subspace X ⊂ L1(µ) which is not
WCG. (Notice that L1(µ) is WCG.) If these spaces are considered real (i.e., L1(µ)
consists of real functions), then X + iX is a complex non-WCG subspace of the
complex WCG space L1(µ) (consisting of complex functions). Indeed, if X + iX
was WCG, then (X + iX)R would be WCG as well (Theorem 2.4). However,
(X + iX)R is isomorphic to X ×X and X is a complemented subspace of X ×X.
Hence X would be WCG, a contradiction.

The same could be done for the example of Argyros - it is constructed as a
subspace of a space C(K,R) for an Eberlein compact K. We can consider C(K,C)
and proceed in the same way as above. �

The case of spaces of continuous functions is described in the following theorem.

Theorem 2.7. Let K be a compact space. The following assertions are equivalent.
(1) K is Eberlein.
(2) C(K,R) is WCG.
(3) C(K,C) is WCG.
(4) C(K,R) is isomorphic to a subspace of a WCG space.
(5) C(K,C) is isomorphic to a subspace of a WCG space.

Proof. The equivalence 1⇐⇒2 is a well-known fact, see [7, Theorem 1.2.4].
Let us show 2⇐⇒3. By Theorem 2.4 C(K,C) is WCG if and only if C(K,C)R

is WCG. By Proposition 1.2 C(K,C)R is isomorphic to C(K,R)2. Hence the re-
sult easily follows (as WCG space are stable to finite products and complemented
subspaces).

The implication 3 =⇒ 5 is trivial. To see 5 =⇒ 4 use Theorem 2.5 and the
observation that C(K,R) is isometric to a subspace of C(K,C)R.

Finally, the implication 4 =⇒ 1 is a well-known fact: If C(K,R) is a subspace
of a WCG space, then the dual unit ball is Eberlein by Theorem 2.5 and K is
homeomorphic to a subset of the dual unit ball and hence is itself Eberlein. �

Note that although in the proof of Theorem 2.5 we refer to Theorem 2.7 and
vice versa, the proofs are correct. Indeed, the equivalences 1 ⇐⇒ 2 ⇐⇒ 3 of
Theorem 2.7 are independent on Theorem 2.5. In the proof of Theorem 2.5 we use
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just these equivalences. The remaining equivalences of Theorem 2.7 follow from
Theorem 2.5.

The next classes are those of weakly K-analytic Banach spaces and weakly count-
ably determined Banach spaces and the associated classes of Talagrand and Gul’ko
compacta. Recall that a Banach space X is weakly K-analytic if (X,w) is K-analytic
(see [7, Section 4.1]); and X is weakly countably determined (or, shortly WCD) if
(X,w) is K-countably determined (see [7, Section 7.1]). Further, a compact K is
Talagrand, if (C(K,R), τp) is K-analytic; and K is Gul’ko if (C(K,R), τp) is K-
countably determined. We have the following four theorems. The proofs of the first
two of them are completely analogous to the proofs of the last two.

Theorem 2.8. Let X be a complex Banach space. The following assertions are
equivalent.

(1) X is weakly K-analytic.
(2) XR is weakly K-analytic.
(3) (BX∗ , w∗) is a Talagrand compact.
(4) (BX∗

R
, w∗) is a Talagrand compact.

Theorem 2.9. Let K be a compact space. The following assertions are equivalent.
(1) K is Talagrand.
(2) C(K,R) is weakly K-analytic.
(3) C(K,C) is weakly K-analytic.
(4) (C(K,C), τp) is K-analytic.

Theorem 2.10. Let X be a complex Banach space. The following assertions are
equivalent.

(1) X is WCD.
(2) XR is WCD.
(3) (BX∗ , w∗) is a Gul’ko compact.
(4) (BX∗

R
, w∗) is a Gul’ko compact.

Proof. The equivalences 1⇐⇒2 and 3⇐⇒4 follow from Proposition 1.1. It is a
standard fact that 2⇐⇒4, see [7, Theorem 7.1.9]. �

Theorem 2.11. Let K be a compact space. The following assertions are equivalent.
(1) K is Gul’ko.
(2) C(K,R) is WCD.
(3) C(K,C) is WCD.
(4) (C(K,C), τp) is K-countably determined.

Proof. The equivalence 1⇐⇒2 is a standard result, see [7, Theorem 7.1.8]. It follows
from Proposition 1.2 that 1⇐⇒4. The equivalence 2⇐⇒3 follows from Proposi-
ton 1.2 and Theorem 2.10. �

Any Banach space isomorphic to a subspace of a WCG space is weakly K-analytic
and any weakly K-analytic space is WCD. The latter follows from the definitions
(as any K-analytic topological space is K-countably determined), the former is, via
the above theorems, a consequence of the classical result of Talagrand [15]. Further
results of Talagrand [16, 17] say that there are compact spaces K1 and K2 such
that K1 is Talagrand but not Eberlein and K2 is Gul’ko but not Talagrand. Hence,
by the above theorems, C(K1,C) is a complex weakly K-analytic space which is
not isomorphic to a subset of a WCG space and C(K2,C) is a complex WCD space
which is not weakly K-analytic.

The next step is towards Corson complacta and weakly Lindelöf determined
spaces. A compact space K is called Corson if it is homeomorphic to a subset of

Σ(Γ) = {x ∈ RΓ : {γ ∈ Γ : x(γ) 6= 0} is countable}.
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A Banach space X is called weakly Lindelöf determined (or, shortly WLD) if there
is M ⊂ X with spanM dense in X such that for each ξ ∈ X∗ the set {x ∈ M :
ξ(x) 6= 0} is countable. The following theorem shows the relationship of complex
and real WLD spaces.

It contains, moreover, a topological characterization of WLD spaces, using the
notion of primarily Lindelöf space. Let us recall the definition. If Γ is any set, LΓ

denotes the one-point lindelöfication of the discrete space Γ. I.e., LΓ = Γ ∪ {∞}
where points of Γ are isolated and neighborhoods of∞ are complements of countable
subsets of Γ. A topological space is primarily Lindelöf if it is a continuous image of
a closed subset of LN

Γ for a set Γ.
Note that any primarily Lindelöf space is Lindelöf and the class of primarily

Lindelöf spaces is stable to closed subsets, continuous images, countable products
and countable unions (see [2, Section IV.3]).

Theorem 2.12. Let X be a complex Banach space. The following assertions are
equivalent.

(1) X is WLD.
(2) XR is WLD.
(3) (BX∗ , w∗) is Corson.
(4) (BX∗

R
, w∗) is Corson.

(5) (X,w) is primarily Lindelöf.

Proof. The equivalence 3⇐⇒4 follows from Proposition 1.1. The proof of 2⇐⇒4
can be found in [12, Proposition 4.1]. The equivalence 2⇐⇒5 follows from [4,
Proposition 1.2] and Proposition 1.1.

1 =⇒ 2 Let M ⊂ X be a set witnessing that X is WLD. Put M ′ = M ∪ iM .
Then spanRM

′ = X.
Obviously {x ∈ M : Re ξ(x) 6= 0} ⊂ {x ∈ M : ξ(x) 6= 0} is countable for each

ξ ∈ X∗.
Further, for x ∈ iM and ξ ∈ X∗ we have Re ξ(x) = Re(iξ(−ix)) = − Im ξ(−ix).

Hence {x ∈ iM : Re ξ(x) 6= 0} ⊂ i{x ∈M : ξ(x) 6= 0} is countable for each ξ ∈ X∗.
Thus {x ∈ M ′ : Re ξ(x) 6= 0} is countable for each ξ ∈ X∗, hence by Proposi-

tion 1.1 {x ∈M ′ : η(x) 6= 0} is countable for each η ∈ X∗
R. Thus XR is WLD.

2 =⇒ 1 Suppose that XR is WLD. Let M ⊂ X be a subset witnessing it. Clearly
spanC M = X. Further, if ξ ∈ X∗, then {x ∈ M : ξ(x) 6= 0} = {x ∈ M : Re ξ(x) 6=
0} ∪ {x ∈M : Im ξ(x) 6= 0} is countable as both Re ξ and Im ξ belong to X∗

R. Thus
X is WLD. �

For Corson compact spaces the situation is more complicated than that for the
previous classes. We have two theorems.

Theorem 2.13. Let K be a compact space. The following assertions are equivalent.
(1) K is Corson.
(2) (C(K,R), τp) is primarily Lindelöf.
(3) (C(K,C), τp) is primarily Lindelöf.

Proof. The equivalence 1⇐⇒2 is the result of [13] (see [2, Section IV.3]). The
equivalence 2⇐⇒3 easily follows from Proposition 1.2. �

If K is Corson, the space C(K,R) need not be WLD by [5, Theorem 3.12]. An
additional property is needed - so called property (M). A compact space K has
property (M) if each Radon probability measure on K is supported by a separable
set.

Theorem 2.14. Let K be a compact space. The following assertions are equivalent.
(1) K is a Corson compactum with property (M).
(2) C(K,R) is WLD.
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(3) C(K,C) is WLD.

Proof. The equivalence 1⇐⇒2 is proved in [5, Theorem 3.5], the equivalence 2⇐⇒3
follows from Proposition 1.2 and Theorem 2.12. �

There is a Corson compact space K with property (M) which is not Gul’ko (see,
e.g. [1]). Then C(K,C) is a complex WLD space which is not WCD.

3. Valdivia compacta and associated Banach spaces

In this section we would like to show that for the highest steps of the descriptive
hierarchy the relationship between real and complex cases are not so obvious as for
the smaller classes. We start by definitions.

A compact space K is Valdivia if it is, for a set Γ, homeomorphic to a subset K ′

of RΓ with K ′∩Σ(Γ) dense in K ′. A subset A ⊂ K is called a Σ-subset of Γ if there
is a homeomorphic injection h : K → RΓ with A = h−1(Σ(Γ)). Hence a compact
space is Valdivia if and only if it admits a dense Σ-subset.

Valdivia compact spaces are a natural generalization of Corson compact spaces.
For example, the ordinal interval [0, ω1] and the Tychonoff cube [0, 1]I for I un-
countable are Valdivia compact spaces which are not Corson. For basic properties
of Valdivia compacta and related Banach spaces we refer to [10]. Here we recall
only few properties which will be constantly used. They are proved in [10, Chapter
1].

Proposition 3.1. Let K be a compact space.
(1) Any Σ-subset of K is countably compact and Fréchet-Urysohn.
(2) If A ⊂ K is a dense countably compact set, then G ∩ A is dense in G for

each Gδ set G ⊂ K.
(3) Let A,B be two subsets of K which are countably compact and Fréchet-

Urysohn. If A ∩B is dense in K, then A = B.
(4) If A ⊂ K is a dense Σ-subset of K, then K is the Čech-Stone compactifi-

cation of A.

We continue by a characterization of Valdivia compacta or, more precisely, of
dense Σ-subsets generalizing Theorem 2.13. By τp(A) we denote the topology of
pointwise convergence on A.

Theorem 3.2. Let K be a compact space and A ⊂ K a dense subset. The following
assertions are equivalent.

(1) A is a Σ-subset of K.
(2) A is countably compact and (C(K,R), τp(A)) is primarily Lindelöf.
(3) A is countably compact and (C(K,C), τp(A)) is primarily Lindelöf.

Proof. The equivalence 1⇐⇒2 is proved in [9, Theorem 2.1] (see also [10, Theorem
2.5]). To show 2⇐⇒3, just note that (C(K,C), τp(A)) is canonically homeomorphic
to (C(K,R), τp(A))2 (use the mapping T1 defined in the proof of Proposition 1.2).

�

Now we are going to define associated classes of Banach spaces LetX be a Banach
space. A subspace S ⊂ X∗ is a Σ-subspace of X∗ if there is M ⊂ X with spanM
dense in X such that

S = {ξ ∈ X∗ : {x ∈M : ξ(x) 6= 0}} is countable}.

A Banach space is called Plichko (1-Plichko) if X∗ admits a norming (1-norming,
respectively) Σ-subspace. Recall that S ⊂ X∗ is norming if

|x| = sup{|ξ(x)| : ξ ∈ S ∩BX∗}, x ∈ X
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defines an equivalent norm on X. If this norm is equal to the original one, S is
called 1-norming. Note that a subspace S ⊂ X∗ is 1-norming if and only if S∩BX∗

is weak* dense in BX∗ .
The following theorem proved in [9, Theorem 2.3] (see also [10, Theorem 2.7]) is

a counterpart of Theorem 3.2 in real Banach spaces.

Theorem 3.3. Let X be a real Banach space and A ⊂ BX∗ be a weak* dense
subset. The following assertions are equivalent.

(1) There is a (1-norming) Σ-subspace of X∗ with A = S ∩BX∗ .
(2) A is a convex symmetric Σ-subset of (BX∗ , w∗).
(3) A is weak* countably compact and (X,σ(X,A)) is primarily Lindelöf.

The topology σ(X,A) is the weakest topology on X making all functionals from
A continuous. For complex Banach spaces the point (2) should be slightly changed.

Theorem 3.4. Let X be a complex Banach space and A ⊂ BX∗ be a weak* dense
subset. The following assertions are equivalent.

(1) There is a (1-norming) Σ-subspace of X∗ with A = S ∩BX∗ .
(2) A is a convex Σ-subset of (BX∗ , w∗) satisfying αA = A for each α ∈ C,

|α| = 1.
(3) A is weak* countably compact and (X,σ(X,A)) is primarily Lindelöf.

Proof. The implication 1 =⇒ 2 is obvious.
For the proof of 2 =⇒ 3 we follow the proof of the respective implication of

[10, Theorem 2.7]. Consider the canonical embedding e : X → C((BX∗ , w∗),C)
defined by e(x)(ξ) = ξ(x). As (C((BX∗ , w∗),C), τp(A)) is primarily Lindelöf by
Theorem 3.2 and e is σ(X,A) → τp(A) homeomorphism, it is enough to show that
e(X) is τp(A)-closed in C((BX∗ , w∗),C). Let Ξ be in the τp(A)-closure of e(X) in
C((BX∗ , w∗),C). Then clearly:

• Ξ(0) = 0;
• Ξ|A is affine;
• Ξ(αξ) = αΞ(ξ) for each α ∈ C, |α| = 1 and ξ ∈ A.

As A is weak* dense in BX∗ , we get that Ξ is the restriction of a linear functional.
Hence Ξ ∈ e(X) by the Banach-Dieudonné theorem [8, Corollary 224].

Also the proof of 3 =⇒ 1 follows the proof of [10, Theorem 2.7]. By a result of
Gul’ko (see [13, Proposition 1.4] or [2, Proposition IV.3.10]) there is a continuous
one-to-one linear map T ′0 : (C((X,σ(X,A)),R), τp) → Σ(Γ) for a set Γ. Define
T0 : (C((X,σ(X,A)),C), τp) → CΓ by T0(f) = T ′0(Re f) + iT ′0(Im f). Then T0 is a
continuous one-to-one linear map with range in

ΣC(Γ) = {x ∈ CΓ : {γ ∈ Γ : x(γ) 6= 0} is countable}.

Clearly spanA ⊂ C((X,σ(X,A)),C) and the weak* topology on spanA coin-
cide with the topology of pointwise convergence on X. Hence T0(A) is dense
in T0(spanA ∩ BX∗). However, T0(A) is a countably compact subset of ΣC(Γ)
and hence it is closed in this space (see [10, Lemma 1.8]). It follows that A =
spanA ∩BX∗ . It remains to show that spanA is a Σ-subspace of X∗.

By [9, Lemma 2.18] applied to the space XR we get that (BX∗ , w∗) is the Čech-
Stone compactification of A. It follows that T0 can be extended to a linear map
T : X∗ → CΓ such that T|BX∗ is weak* continuous. By Proposition 3.1 T (BX∗) is
the Čech-Stone compactification of T (A) and hence T is one-to-one. By Banach-
Dieudonné theorem [8, Corollary 224] T is weak* continuous. Hence for each γ ∈ Γ
there is xγ ∈ X with T (ξ)(γ) = ξ(xγ) (see [8, Theorem 55]). Set M = {xγ : γ ∈ Γ}.
Then spanM is dense in X (as T is one-to-one). Moreover,

spanA = {ξ ∈ X∗ : {x ∈M : ξ(x) 6= 0} is countable}.
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Indeed, the inclusion ⊂ is clear, the inverse one follows from Proposition 3.1. This
completes the proof. �

In a similar way we can characterize norming Σ-subspaces.

Theorem 3.5. Let X be a Banach space and S ⊂ X∗ a norm-closed norming
subspace. Then the following assertions are equivalent.

(1) S is a Σ-subspace of X∗.
(2) S is a countable union of weak* countably compact sets and (X,σ(X,S)) is

primarily Lindelöf.

Proof. Up to changing the norm on X by an equivalent one we can suppose that S
is 1-norming.

Then 1 =⇒ 2 follows from Theorems 3.3 and 3.4.
Let us show 2 =⇒ 1. We have S =

⋃
n∈N Sn with each Sn weak* countably

compact. As S is norm closed, by Baire category theorem there is ξ ∈ S and r > 0
such that B(ξ, r) ∩ Sn is norm-dense in B(ξ, r) ∩ S. As S is a linear subspace, it
follows that S ∩ BX∗ has a norm-dense weak* countably compact subset D. Then
D = S ∩ BX∗ . Indeed, if ξ ∈ (S ∩ BX∗) \ D, there is a sequence of dn ∈ D
norm-converging to ξ. Then the sequence {dn} has no weak* cluster point in D, a
contradiction with weak* countable compactness ofD. We conclude by Theorem 3.3
or 3.4 that S is a Σ-subspace of X∗. �

Now we proceed to the relationships of the complex and real cases.

Proposition 3.6. Let X be a complex Banach space and S ⊂ X∗ be a linear
subspace. Let φ : X∗ → X∗

R be as in Proposition 1.1.
• If S is 1-norming, then φ(S) is a 1-norming subspace of X∗

R.
• If S is norming, then φ(S) is a norming subspace of X∗

R.
• If S is a Σ-subspace of X∗, then φ(S) is a Σ-subspace of X∗

R.

Proof. The first assertion follows immediately from Proposition 1.1. To see the
second one use the first one together with the fact that S is norming if and only if
it is 1-norming for an equivalent norm.

Let us show the last assertion. Let M ⊂ X be such that spanC M is dense in X
and S = {ξ ∈ X∗ : {x ∈ M : ξ(x) 6= 0} is countable}. Set M ′ = M ∪ iM . Then
spanRM

′ is dense in X. Further, if ξ ∈ X∗ and x ∈ X, then ξ(x) = Re ξ(x) −
iRe ξ(ix) (see the proof of Proposition 1.1). Hence ξ(x) = 0 if and only if Re ξ(x) =
0 and Re ξ(ix) = 0. Thus

S = {ξ ∈ X∗ : {x ∈M ′ : Re ξ(x) 6= 0} is countable},
therefore φ(S) is a Σ-subspace of X∗

R. �

Theorem 3.7. Let X be a complex Banach space. Consider the following asser-
tions.

(1) X is 1-Plichko.
(2) XR is 1-Plichko.
(3) (BX∗ , w∗) is a Valdivia compactum.

Then 1 =⇒ 2 =⇒ 3. If BX∗ is the weak* closed convex hull of its weak*
Gδ-points, then 1 ⇐⇒ 2.

Proof. The implication 2 =⇒ 3 easily follows from the definitions and Proposi-
tion 1.1, 1 =⇒ 2 follows from Proposition 3.6.

Finally, suppose that BX∗ is the weak* closed convex hull of it weak* Gδ-points.
We will show 2 =⇒ 1. Let G denote the set of all weak* Gδ-points of BX∗ . Let
XR be 1-Plichko. Then (BX∗ , w∗) has a dense convex symmetric Σ-subset A (see
Theorem 3.3). Let α ∈ C be such that |α| = 1. As x 7→ αx is a homeomorphism of
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(BX∗ , w∗), αA is also a (convex symmetric) Σ-subset. By Proposition 3.1 A ∩ αA
contains G, hence also convG, so A ∩ αA is weak* dense in BX∗ . It follows from
Proposition 3.1 that A = αA. Thus, by Theorem 3.4, X is 1-Plichko. �

It is natural to ask whether the converse implication are valid. It turns out that
the implication 3 =⇒ 2 does not hold even if we suppose that (BX∗ , w∗) has a dense
set of Gδ points - see Example 3.10 at the end of this section. We do not know
whether 2 =⇒ 1 holds in general. The following example shows that a converse of
Proposition 3.6 is false.

Example 3.8. There is a complex Banach space X and M ⊂ X with spanRM
dense in X such that the Σ-subset SR of X∗

R defined by M is 1-norming while the Σ-
subset S of X∗ defined by M is not even weak* dense. Moreover, A = φ−1(SR)∩BX∗

is a convex symmetric Σ-subset of BX∗ such that αA 6= A for some α ∈ C, |α| = 1.
(φ is the map defined in Proposition 1.1.)

Proof. Let X = `1(Γ) for some uncountable Γ. By eγ , γ ∈ Γ denote the canonical
unit vectors. Choose γ0 ∈ Γ and set

M = {eγ0 , ieγ0} ∪ {eγ − eγ0 : γ ∈ Γ \ {γ0}} ∪ {i(eγ + eγ0) : γ ∈ Γ \ {γ0}}.

Then spanRM is clearly dense in X. Further, X∗ can be canonically identified with
`∞(Γ).

The Σ-subspace of X∗ defined by M is

S = {ξ = (ξγ)γ∈Γ : {x ∈M : ξ(x) 6= 0} is countable}.

Suppose that ξ ∈ S. Then there is γ ∈ Γ \ {γ0} such that ξ(eγ − eγ0) = ξ(i(eγ −
eγ0)) = 0. But ξ(eγ − eγ0) = ξγ − ξγ0 and ξ(i(eγ + eγ0)) = i(ξγ + ξγ0). If both these
numbers are 0, necessarily ξγ0 = 0. Hence

S ⊂ {ξ ∈ `∞(Γ) : ξ(eγ0) = 0}.

The set on the right-hand side is a weak* closed hyperplane, so S is not weak*
dense.

The Σ-subspace of X∗
R defined by M is

SR = {ξ = (αγ + iβγ)γ∈Γ : {x ∈M : Re ξ(x) 6= 0} is countable}.

Let ξ = (αγ + iβγ)γ∈Γ ∈ `∞(Γ) and γ ∈ Γ \ {γ0}. Then Re ξ(eγ − eγ0) = αγ − αγ0

and Re ξ(i(eγ + eγ0)) = −βγ − βγ0 . Thus

SR = {ξ = (ξγ)γ∈Γ : {γ ∈ Γ : ξγ 6= ξγ0} is countable}.

This subspace is clearly 1-norming.
That A = φ−1(SR) ∩BX∗ satisfies the required property is obvious. �

On the other hand, for C(K) spaces the conditions (1) and (2) of Theorem 3.7
are equivalent. It is contained, together with other facts on C(K) spaces, in the
following theorem.

Theorem 3.9. Let K be a compact space. Consider the following assertions.
(1) K is Valdivia.

(2C) C(K,C) is 1-Plichko.
(2’C) C(K,C)R is 1-Plichko.
(2R) C(K,R) is 1-Plichko.
(3) P (K) has a dense convex Σ-subset.

(4C) (BC(K,C), w
∗) is Valdivia.

(4R) (BC(K,R), w
∗) is Valdivia.

(5) P (K) is Valdivia.
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Then the following implications hold:

1 =⇒ 2C ⇐⇒ 2′C ⇐⇒ 2R ⇐⇒ 3 =⇒ 4C

⇓ ⇓
4R =⇒ 5

If K has a dense set of Gδ-points, then all these assertions are equivalent.

Proof. By [10, Theorem 5.2] we have 1 =⇒ 2R ⇐⇒ 3 =⇒ 4R =⇒ 5. Further,
2C =⇒ 2′C by Theorem 3.7 and 2C =⇒ 4C is clear.

As P (K) = {ξ ∈ C(K,C)∗ : ‖ξ‖ ≤ 1 & ξ(1) = 1} and this set is weak* Gδ in
BC(K,C)∗ , the implications 2′C =⇒ 3 and 4C =⇒ 5 follow from Proposition 3.1.

It remains to show 2R =⇒ 2C . Suppose C(K,R) is 1-Plichko. LetM ⊂ C(K,R)
be such that spanM is dense and the Σ-subset S defined by M is 1-norming. As
A = S ∩BC(K,R)∗ is countably compact, for each f ∈ C(K,R) there is some µ ∈ A
with |µ(f)| = ‖f‖.
C(K,R) can be canonically viewed as a subset of C(K,C), hence alse M is a

subset of C(K,C). It is clear that spanC M is dense in C(K,C), hence M defines a
Σ-subset of C(K,C)∗. The dual C(K,C)∗ can be, due to Riesz theorem, identified
with the space of all complex Radon measures on K equipped with the total varia-
tion norm. C(K,R)∗ are real-valued Radon measures on K. Via this identification,
we see that the Σ-subspace of C(K,C)∗ defined by M is equal to S + iS. So it is
enough to show that S + iS is a 1-norming subspace of C(K,C)∗.

First note that for any nonempty closed Gδ set H ⊂ K there is a probability
measure carried by H which belongs to S. Indeed, let H be such a set. Then there
is a continuous function f : K → [0, 1] with H = f−1(1). Then ‖f‖ = 1, hence
there is µ ∈ S ∩BC(K,R)∗ with µ(f) = 1. Then necessarily µ is a probability carried
by H.

Now let f ∈ C(K,C). Choose some k ∈ K with |f(k)| = ‖f‖. Put H =
f−1(f(k)). Then H is a nonempty closed Gδ subset of K. Let µ be a probability
carried by H which belongs to S. Then ‖µ‖ = 1, µ ∈ S + iS and |µ(f)| = |f(k)| =
‖f‖. Hence S + iS is 1-norming.

If K has a dense set of Gδ-points, then 5 =⇒ 1 by [10, Theorem 5.3]. �

We do not know whether all the assertions in the previous theorem are equivalent
without the additional assumption.

Example 3.10. There is a complex Banach space X isomorphic to C([0, ω1],C)
such that (BX∗ , w∗) is Valdivia but XR is not 1-Plichko.

Proof. In [11] a real Banach space Y isomorphic to C([0, ω1],R) such that (BY ∗ , w∗)
is Valdivia but Y is not 1-Plichko is constructed. For the new example we use the
same method:

Note that the dual C([0, ω1],C)∗ is, due to Riesz theorem, identified with the
space M of all complex Radon measures on [0, ω1]. Define f : M → C by f(µ) =
µ({0}) · |µ({0})|. Set

A = {µ ∈M : ‖µ‖ ≤ 1 & µ({ω1}) = f(µ)},
B = {µ ∈M : |µ|([0, ω1)) + |f(µ)|+ |µ({ω1})− f(µ)| ≤ 1}.

Then the following hold.

(a) B is convex and αB = B for each α ∈ C, |α| = 1.
(b) B is weak* closed.
(c) If BM denotes the unit ball of M , there is δ > 0 with δBM ⊂ B ⊂ BM .
(d) A is a dense Σ-subset of (B,w∗).
(e) A is not convex.
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Suppose that we already know that (a)–(e) hold. It follows from (a)–(c) that
there is an equivalent norm | · | on C([0, ω1],C) such that the respective dual unit
ball is B. Set X = (C([0, ω1],C), | · |). The dual unit ball is Valdivia by (d).
Further, B has a dense set of Gδ points (it follows from [7, Theorem 1.1.3] that
(C([0, ω1]),C)R is Asplund, then use [7, Theorems 1.1.1 and 5.1.12]) and hence A
is the unique dense Σ-subset of B (by Proposition 3.1). Hence, by (e) (B,w∗) has
no convex dense Σ-subset and so XR is not 1-Plichko (by Theorem 3.3).

It remains to show the assertions (a)–(e). Except for convexity of B they are
either easy or they can be derived from the results of [11]. As f is clearly weak*
continuous, the assertions (b) and (d) can be proved copying the proof of [11, Lemma
4] and the assertion (c) follows from the proof of [11, Lemma 3]. If α ∈ C, |α| = 1,
then f(αµ) = αf(µ) for each µ ∈ M and hence αB = B. Finally, A is not convex,
as 0 and 1

2δ0 + 1
4δω1 belong to A but 1

4δ0 + 1
8δω1 does not. (Note that δx is the

Dirac measure supported by x.)
To show that B is convex we cannot use directly [11, Lemma 1] as it heavily

uses the functions in question are real. In fact, this lemma is false for complex
functions. We will show it using some facts on delta-convex mappings. Let Y and
Z be real normed spaces and F : Y → Z a mapping. The mapping F is said to
be delta-convex [19] if there is a continuous convex function f : Y → R such that
f + ζ ◦ F is a continuous convex function on Y for every ζ ∈ Z∗, ‖ζ‖ = 1. Such a
function f is called a control function of F .

We will need the following result on superpositions of delta-convex mappings
proved in [19, Proposition 4.1].

Lemma 3.11. Let X, Y , Z be real normed spaces, F : X → Y be delta-convex with
a control function f , G : Y → Z be delta-convex with a control function g. Suppose
further that G and g are Lipschitz on Y with constants LG and Lg.

Then the mapping G ◦ F is delta-convex on X with a control function g ◦ F +
(LG + Lg)f .

Using this lemma we can show the following one.

Lemma 3.12. Let X and Y be real normed spaces and F : X → Y be a delta-convex
function with a control function f(x) = ‖F (x)‖. Then the function H : X×Y → R
defined by H(x, y) = ‖F (x)‖+ ‖y − F (x)‖ is convex.

Proof. First note that the mapping Q : X × Y → Y defined by Q(x, y) = y − F (x)
is delta-convex with the control function f̃(x, y) = ‖F (x)‖.

Further, the map G : Y → R defined by G(y) = ‖y‖ is convex and 1-Lipschitz.
Therefore G is a delta-convex mapping with a control function g = G. Using
Lemma 3.11 we get that the mapping G◦Q(x, y) = ‖y−F (x)‖ is delta-convex with
a control function h(x, y) = ‖y − F (x)‖+ 2‖F (x)‖. In particular, 2H = h+G ◦Q
is convex, hence H is convex, too. �

Lemma 3.13. The function Ψ : C → C defined by Ψ(z) = z|z| is delta-convex with
a control function ψ(z) = |z|2 (C is considered as the two-dimensional real Hilbert
space).

Proof. First we express Ψ and ψ as maps on R2. Then

Ψ(x, y) =
√
x2 + y2 · (x, y), (x, y) ∈ R2,

ψ(x, y) = x2 + y2, (x, y) ∈ R2.

To show that Ψ is a delta-convex mapping with a control function ψ, we will use
the definition. We have to show that ψ + ξ ◦ Ψ is convex for each ξ ∈ (R2)∗ with
‖ξ‖ = 1. Let ξ ∈ (R2)∗ be of norm one. Then there are a, b ∈ R with a2 + b2 = 1
such that ξ(x, y) = ax+by for (x, y) ∈ R2. Hence we need to prove that the function

(x, y) 7→ x2 + y2 + (ax+ by)
√
x2 + y2
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is convex on R2 whenever a2 + b2 = 1. Due to symmetry (i.e., up to a choice of
another ortonormal basis) we may suppose a = 1 and b = 0. Hence, it remains to
show that the function

g(x, y) = x2 + y2 + x
√
x2 + y2

is convex on R2. The function g is C∞ on R2 \ {(0, 0)} and hence we can compute
the Hess matrix for any point (x, y) except for (0, 0). This matrix is equal to

2x3 + 3x y2 + 2 (x2 + y2)(3/2)

(x2 + y2)(3/2)

y3

(x2 + y2)(3/2)

y3

(x2 + y2)(3/2)

x3 + 2 (x2 + y2)(3/2)

(x2 + y2)(3/2)


The determinant is equal to

3
2x2 + 2x

√
x2 + y2 + y2

x2 + y2
= 3

(x+
√
x2 + y2)2

x2 + y2
.

This expression is nonnegative and for y 6= 0 it is strictly positive. Further,

∂2g

∂y2
(x, y) =

x3 + 2 (x2 + y2)(3/2)

(x2 + y2)(3/2)

is also nonnegative and for y 6= 0 strictly positive. Hence the Hess matrix is (by the
Sylvester rule) positive definite whenever y 6= 0.

If y = 0, then

∂2g

∂x2
(x, y) =

2x3 + 3x y2 + 2 (x2 + y2)(3/2)

(x2 + y2)(3/2)

is equal to
2x3 + 2|x|3

|x|3
, and hence it is nonnegative. Thus, again by the Sylvester

rule, the Hess matrix is positive semidefinite.
It follows that the function g is convex on each line noncontaining (0, 0) and on

each half-line starting at (0, 0). To complete the proof that g is convex, it remains to
show that the function u(t) = g(tx, ty) is convex on R for each (x, y) ∈ R2 \{(0, 0)}.
We already know that any such u is convex on (−∞, 0] and on [0,+∞). Further,
u′(0) = 0 and hence u is convex on R. This completes the proof. �

Now we are ready to complete the proof of Example 3.10. It follows from
Lemma 3.13 and Lemma 3.12 that the function (w, z) 7→ |z|2 + |w − z|z|| is convex
on C2. As µ 7→ (µ({0}), µ({ω1})) is a linear map, the map

µ 7→ ‖f(µ)‖+ ‖µ({ω1})− f(µ)|
is convex on M and hence the set B is clearly convex. �

4. Final remarks and open questions

In this section we comment some open questions mentioned above and give some
related problems. First one concerns Theorem 3.9 – are all the conditions equiva-
lent? This was asked, in fact, already in [10, Question 5.10]. We can sum up the
question to the following one.

Question 4.1. Let K be a compact space such that P (K), the space of all Radon
probability measures on K equipped with the weak* topology, is a Valdivia com-
pactum. Is K Valdivia, too?

Another question is related to Theorem 3.7.

Question 4.2. Let X be a complex Banach space such that XR is 1-Plichko. Is X
1-Plichko, too?
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Example 3.8 shows that there may exist 1-norming Σ-subspace of X∗
R such that

φ−1(S) is not a Σ-subspace of X∗ (φ is the mapping from Proposition 1.1). How-
ever, the example is `1(Γ) for a set Γ and this space is 1-Plichko – the Σ-subspace
generated by the standard basis is 1-norming.

In view of Theorems 3.3 and 3.4 the previous question is equivalent to the fol-
lowing one.

Question 4.3. Let X be a complex Banach space such that (BX∗ , w∗) has a dense
convex symmetric Σ-subset. Does (BX∗ , w∗) admit another dense Σ-subset A which
is convex and satisfies αA = A for each α ∈ C, |α| = 1.

This question inspires some further questions on the algebraic structure of Val-
divia compacta. Namely, let K be a Valdivia compactum and G a group of home-
omorphisms of K. Is there a dense Σ-subset A of K which is G-invariant (i.e.,
g(A) = A for each g ∈ G)? This general question has a negative answer: Let
K = {0, 1}I where I has cardinality continuum. Then K is Valdivia. By [18] there
is a minimal homeomorphism h of K (i.e., all orbits of h are dense in K). Then there
is no h-invariant nonempty Σ-subset of K. Indeed, if A is a nonempty h-invariant
set, A contains a countable subset dense in K. If A was a Σ-subset, it would be
countably closed in K and hence equal to K. However, K is not Corson, as it is
not Fréchet-Urysohn.

Hence we will ask more modestly:

Question 4.4. Let K be a Valdivia compact space and G a finite abelian group of
homeomorphisms of K. Is there a G-invariant dense Σ-subspace?

The positive answer to this question would not solve the previous one, as the
group of homeomorphisms x 7→ αx, |α| = 1 is infinite and, moreover, the previous
question deals with convex sets. However, we do not know answer even to this
question and it seems that a positive answer could help to better understand the
previous case. In fact, we do not know answer even to the following question.

Question 4.5. Let K be a Valdivia compact space and h : K → K be a homeomor-
phism such that h ◦ h = idK . Is there an h-invariant dense Σ-subset?

In particular, the following question is open.

Question 4.6. Let X be a Banach space such that (BX∗ , w∗) is Valdivia. Is there
a symmetric dense Σ-subset of (BX∗ , w∗)?

Note, that if A is a dense Σ-subset of K and h a homeomorphism of K onto K,
then h(A) is a dense Σ-subset, too. Hence, if K has a unique dense Σ-subset, it
must be h-invariant. It follows that the method used in [10, Example 6.8], [11] and
in Theorem 3.10 above to produce convex Valdivia compacta without dense convex
Σ-subsets, cannot be used to produce counterexamples to the mentioned questions,
as all these examples are convex Valdivia compacta with a unique non-convex dense
Σ-subsets.
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pactly generated, Studia Math. 64 (1979), 279–285.
[2] A.V.Archangel’skij, Topological spaces of functions, Kluver Acad. Publ. Dordrecht – Boston

– London, 1992.
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[19] L.Veselý and L.Zaj́ıček, Delta-convex mappings between Banach spaces and apllications, Dis-
sertationes Math. CCLXXXIX (1989), 1–52.

Faculty of Mathematics and Physics, Charles University, Sokolovská 83, 186 75
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