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We solve numerically ODE by the method of order $p$. We carried out the computation using the step $h$ and obtained the estimate of the local error = EST.
Which size of $h^{\text {opt }}$ gives us the the estimate of the local error equal to TOL?

- $\mathrm{EST}=C h^{p+1}$,
- TOL $=C\left(h^{\text {opt }}\right)^{p+1}$
- $\frac{\mathrm{TOL}}{\mathrm{EST}}=\left(\frac{h^{\mathrm{opt}}}{h}\right)^{p+1} \Rightarrow h^{\text {opt }}=h\left(\frac{\mathrm{TOL}}{\mathrm{EST}}\right)^{\frac{1}{p+1}}$.

