
Change point
in trending
regression

Marie
Hušková
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/ 32



Change point
in trending
regression

Marie
Hušková
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Marie Hušková (Charles University, Prague) Change point in trending regression
ROBUST 2010 joint work with A. Aue, L.Horváth, J. Picek 2
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Introduction

• Procedures on stability of statistical models - structural breaks,
disorder, stability, segmented regression, switching regression,
change point problem, etc.

• Observations Y1, . . . ,Yn obtained at the ordered time points
t1 < · · · < tn such that
Y1, . . . ,Yk∗ —- model I
Yk∗ , . . . ,Yn —- model II
k∗ — change point — unknown

• The problem: to detect ( to test H0: no change & H1: there is a
change), to identify k∗ ( to estimate k∗) and to estimate the
model before and after the change.

Marie Hušková (Charles University, Prague) Change point in trending regression
ROBUST 2010 joint work with A. Aue, L.Horváth, J. Picek 4
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Introduction

• Many variants – multiple changes, abrupt changes, gradual
changes, changes in various parameters, changes in
distributions, independent observations, dependent
observations.

• Construction of tests and estimators — various approaches as
in most of the statistical problems.

• Theoretical problems and theoretical problems.

• Applications (meteorology, climatology, hydrology or
environmental studies, econometric time series, statistical
quality control, etc.)
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/ 32



Change point
in trending
regression

Marie
Hušková
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Regression model-formulation

Regression model- formulation

Y1, . . . ,Yn are observed at time points t1 < · · · < tn:

Yi = xT
i β + ei , i = 1 . . . , k∗

= xT
i β + xT

i δ + ei , i = k∗ + 1 . . . , n,

e1, . . . , en — random errors – i.i.d., zero mean, nonzero variance
σ2 and finite E |ei |2+∆ with some ∆ > 0

β, δ 6= 0 — parameters

k∗ .... change point
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Regression model-formulation

x1, . . . , xn – p-dim. design points (random or nonrandom):

nontrending regression: 1
n

∑k
i=1 xix

T
i ≈ k

n C, k ≤ n

trending regression: xi = h(i/n), i = 1, . . . , n, h smooth
nonconstant vector function

Main problems:

H0 : no jump in regression & H1: at most one jump

estimators of change points
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Regression model-formulation

Test statistics

Tn = max
p≤k<n−p

{(
β̂k − β̂

0

k)T Σ̂
−1

k

(
β̂k − β̂

0

k

)}
• β̂k — LSE of β based on Y1, . . . ,Yk

• β̂
0

k — LSE of β based on Yk+1, . . . ,Yn

• Σ̂
−1

k is an estimator of the variance matrix of β̂k − β̂
0

k

Equivalently

Tn = max
p≤k<n−p

{
ST

k C−1
k Cn(C0

k)−1Sk
1

σ̂2
n

}
,

Sk =
∑k

i=1 xi êi , k = 1, ..., n,

êi = Yi − xT
i β̂n, i = 1, . . . , n – - residuals

Ck =
∑k

i=1 xix
T
i , C0

k = Cn − Ck

σ̂2
n is an estimator of var ei = σ2
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Critical regions
Tn > cn(α)

cn(α) — critical value

α — level

Approximation of the critical values:

(i) limit distribution of Tn under H0;

(ii) resampling methods (bootstrap)

Estimator k̂∗ of the change point k∗ defined as such k̂∗ it
maximizes w.r.t. k{

(β̂k − β̂
0

k)T Σ̂
−1

k (β̂k − β̂
0

k)
}
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Some asymptotics

Test statistics:

Tn = max
p≤k<n−p

{(
β̂k − β̂

0

k)T Σ̂
−1

k

(
β̂k − β̂

0

k

)}
Tn(ε) = max

εn≤k≤(1−ε)n

{
...
}
, 0 < ε < 1/2

nontrending and polynomial regression:

lim
n→∞P(a(log n)(Tn)1/2 ≤ t + bp(log n))

= exp{−2 exp{−t}}, t ∈ R1,

a(y) = (2 log y)1/2,

bp(y) = 2 log y + p
2 log log y − log(2Γ(p/2)), y > 1,

xi = (1, i/n, (i/n)2, . . . , (i/n)p−1)T , i = 1, . . . , n
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Some asymptotics

nontrending regression

Tn(ε)→d sup
ε<t<1−ε

{∑p
i=1 B2

i (t)

t(1− t)

}
{Bj(t); t ∈ (0, 1)}, j = 1, ..., p, — independent Brownian bridges

trending regression xi = h(i/n)

Tn(ε)→d sup
ε<t<1−ε

ST (t)C(t)C−1(1)C0(t)S(t)

S(t) =

∫ t

0
h(x)dB(x)− C(t)C−1(1)

∫ 1

0
h(x)dB(x), t ∈ [0, 1]

with {B(x), x ∈ [0, 1]} being a Brownian bridge,
C(t) = limn→∞ 1

nCbntc.
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Marie Hušková (Charles University, Prague) Change point in trending regression
ROBUST 2010 joint work with A. Aue, L.Horváth, J. Picek 14
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Trending regression

Assumptions
(A.1) The sequence (ei : i ≥ 1) satisfy

E [ei ] = 0, E [e2
i ] = σ2 > 0 (1)

(A.2) There are independent standard Brownian motions
(W1,n(t) : t ≥ 0) and (W2,n(t) : t ≥ 0) such that

max
1≤k≤n/2

1

k1/ν

∣∣∣∣∣
k∑

i=1

ei − τW1,n(k)

∣∣∣∣∣ = OP(1) (n→∞) (2)

and

max
n/2<k<n

1

(n − k)1/ν

∣∣∣∣∣
n∑

i=k+1

ei − τW2,n(n − k)

∣∣∣∣∣ = OP(1) (n→∞)

(3)
with some ν > 2 and τ > 0.
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(A.3) The components of h(.) are continuous on [0, 1]. The
matrices

∫ t
0 h(x)hT (x)dx and

∫ 1
t h(x)hT (x)dx are regular for

all t ∈ (t0, 1− t0) for all t0 ∈ (0, 1/2).
(A.4) There are p linearly independent p-dimensional
vectors a01, . . . , a0p and nonnegative 0 ≤ γ01 < . . . < γ0p

such that

lim sup
t→0+

1

tγ0p+1

∣∣∣h(t)−
p∑
`=1

a0`t
γ0`

∣∣∣ <∞. (4)

(A.5) There are p linearly independent p-dimensional
vectors a11, . . . , a1p and nonnegative 0 ≤ γ11 < . . . < γ1p

such that

lim sup
t→1−

1

tγ1p+1

∣∣∣h(t)−
p∑
`=1

a1`t
γ1`

∣∣∣ <∞. (5)
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Particular cases:

• polynomial regression

h(t) = (tγ1 , . . . , tγp )T , t ∈ [0, 1], 0 ≤ γ1 < . . . < γp

• harmonic regression

h(t) = (cos(2πtω1), sin(2πtω1), . . . , cos(2πtωp), cos(2πtωp))T , t ∈ [0, 1]

ω1, . . . , ωp known.

• independent e1, . . . , en: τ = σ.

• dependent e1, . . . , en: the estimator with flat top kernel used:

τ̂2
n =

1

n

n∑
j=1

(êj − en)2 +
2

n

qn∑
j=1

wj

n−j∑
i=1

(êi − en)(êi+j − en)

êj = Yj − xT
j β̂n, en = 1

n

∑n
i=1 êi

wj = 1I{1 ≤ j ≤ qn/2}+ 2(1− j/qn)I{qn/2 < j ≤ qn}
Marie Hušková (Charles University, Prague) Change point in trending regression
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Proof

Recall notation:

Tn = maxp≤k<n−p Vk(τ2/τ̂2
n )

Vk = ST
k C−1

k Cn(C0
k)−1Sk/τ

2

Sk =
∑k

i=1 xi êi , k = 1, ..., n,

êi = Yi − xT
i β̂n, i = 1, . . . , n – - residuals

Ck =
∑k

i=1 xix
T
i , C0

k = Cn − Ck

xi = h(i/n)
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Outline

Introduction

Regression
model-
formulation

Some
asymptotics

Trending
regression

Proof

Simulation
and
Application

Proof

Main step of the proof

• The limit behavior of Tn is the same as max(Tn0,Tn1)

Tn0 = max
p≤k<nsn

Vk

Tn1 = max
p≤n−k<nsn

Vk

for some sn → 0+, Tn0 and Tn1 are asymptotically independent.

• Tn0 has the same limit distribution as

T 0
n0 = max

p≤k<nsn
ZT

k M−1
k Zk/τ

2

Zk =
∑k

i=1 xiei , Mk =
∑k

i=1 xix
T
i .

• T 0
n0 will not change if xi is replaced by x0

i = Axi with arbitrary
nonsingular p × p matrix A.

• max1≤k≤n/2 |Zk − τ
∑k

j=1 xj(W1,n(j)−W1,n(j − 1))| = oP(n−κ)
for some κ > 0.
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• After some steps we get that T 0
n0 has the same distribution as

max
kn≤k<nsn

1

kτ
QT

k R−1
k Qk

with Qk =
∑k

i=1((i/k)γ01 , . . . , (i/k)γ0p )T ei

Rk =
(

1
k

∑k
j=1(j/k)γ0v +γ0r

)p

v ,r=1
.

• Finally, we get that T 0
n0 has the same distribution as

sup
kn≤t≤nsn

Q(t)T V(t)−1Q(t)

Q(t) =
( 1

tγ0`+1/2

∫ t

0
xγ0`dWn,1(x); ` = 1, . . . , p

)
V(t) =

( 1

tγ0`+γ0`′+1

∫ t

0
xγ0`+γ0`′dx ; `, `′ = 1, . . . , p

)
• After exponential transformation Q(t)T V(t)−1Q(t) is a norm of
stationary Gaussian process results of Albin, Piterbarg,
Jaruskova etc. are applied.
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Figure 1: Monthly air carrier traffic in the United Stated from January 1996 to March 2009.

analysis of a time series (yj) is its decomposition into trend, seasonality and stationary innovation

components, giving rise to the model

yj = mj + sj + ej , t ∈ Z, (1.1)

where Z denotes the set of integers. Modeling techniques for the trend (mj) and the seasonality (sj)

are discussed at length in Brockwell and Davis [11] and Shumway and Stoffer [39]. Parametrically,

polynomials are often used to describe (mj), while moving averages and kernel-type methods are

popular nonparametric methods. The seasonality components (sj) may be handled by frequency

domain tools such as the periodogram.

For parametric methods, most of the existing tools require that the same specification for

(mj) and (sj) is valid for the whole data set under consideration. This assumption, however,

can be violated frequently in practice. As an illustration we discuss here an example involving

monthly air carrier traffic statistics in the United States between January 1996 and March 2009.

The corresponding time series plot is depicted in Figure 1. While this data is addressed in detail

in Section 4, we emphasize here only the seemingly different trending behavior before and after

September 2001. This, in turn, implies that the data may be better described by a segmentation

into two (or more) subsamples. We will show below that this is indeed the case. Global warming

temperature data sets studied in Wu and Zhao [42] and Aue et al. [8] display similar features.

The main aim of this paper is to develop an appropriate segmentation procedure in a parametric

setting. We achieve this by casting the problem into the framework of trending regression and study

in the following the model

yj = x′jβj + ej , j ∈ Z, (1.2)

2
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/ 32



Change point
in trending
regression

Marie
Hušková
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2π

12n
)+
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cos(

2π

4n
+
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2
sin(

2π

4n
)+ej ,

j = 1, . . . , 200

ej –either AR(1) or MA(1), normal distr.

Change point k∗ = 100 either in the intercept or in one harmonic
regressor

1000 repetitions

critical value obtained through circular block bootstrap

H
(1)
A change in intercept, AR (1) or MA(1)

H
(1)
A change in one regressor, AR (1) or MA(1)
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/ 32



Change point
in trending
regression

Marie
Hušková
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Figure 4: Time series plots of the processes under H(1)
A with δ = 2 (upper panel) and H(2)

A (lower

panel) using the AR(1) innovations.

similar to the set of alternatives under consideration.The time series plots in Figure 4 underscore

that the detection is by no means straightforward as the changes are hard to eyeball, even in the

case of δ = 2 for H(1)
A . The performance of the change-point estimator k̂∗ is excellent which can

seen from the histograms in Figure 5.

4.5 An application to monthly air carrier traffic

We return here to the monthly air carrier traffic data depicted in Figure 1 consisting of n = 159

observations from January 1996 until March 2009. The data displays both trend and seasonality

components with an apparent break point in the year 2001 caused by the terroristic attacks of 9/11.

Utilizing the time series decomposition in (1.1), one can now argue that the trend component (mj)

is about linear prior to and approximately quadratic after the break point. The strong seasonal

component (sj) seems to have an increasing amplitude over time. To stabilize the variance of the

data we apply the square root to the original data and use the thus obtained transformation as our

observations y1, . . . , yn here. The corresponding time series plot is given in Figure 6.
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Figure 2: Circular bootstrap distribution versus finite sample distribution for AR(1) innovations

(left) and MA(1) innovations (right) with scalings ϕ2 = 2 (- - -), 1.5 (·-·-·-), 1.0 (—–), 0.5 (- - -).

where τ̂2
n denotes the flat-top estimator and

κ̂2
n =

qn∑
j=1

jwj

n−j∑
i=1

(êi − ēn)(êi+j − ēn),

with qn chosen for both τ̂2
n and κ̂2

n according to the rule in (4.1). This selection enjoys certain

theoretical and empirical optimality features as discussed in [36].

• Construct the bootstrap residuals (e∗j ) from

e∗j = ẽjk+j−1, j = 1, . . . , b̂n.

Finally, construct the bootstrap pseudo-observations y∗1, . . . , y∗n by letting y∗j = x′jβ̂n + e∗j .

This fully automatic selection procedure leads to bootstrap distributions which match the finite

sample distributions quite nicely for both the AR(1) and MA(1) innovations under consideration

(where n = 200). This fact is supported by the corresponding qq-plots in Figure 2. The finite

sample distributions of L̂n/ϕ̂2
n−gp(lnn) have been approximated from R = 10,000 simulation runs,

the bootstrap distributions have been obtained from the same number of bootstrap repetitions.

4.4 Empirical size and power

To assess the power of the test statistics relative to their adjusted size, we study two alternative

hypotheses. Under H(1)
A we introduce a break in the intercept parameter, say β0, at k∗ = n/2,

while all other model parameters are kept constant and with the values specified in Subsection 4.1,

under H(2)
A we deal with the disappearing of the quarterly cycle by letting βq = 0 after k∗ = n/2.

The results are somewhat representative of the general behavior under various other alternatives
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Figure 3: Size-power curves for H
(1)
A (upper half) and H

(2)
A (lower half) for the asymptotic

modification (first and third line) and the the circular bootstrap (second and fourth line) with

AR(1) innovations (left) and MA(1) innovations (right).
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Marie Hušková (Charles University, Prague) Change point in trending regression
ROBUST 2010 joint work with A. Aue, L.Horváth, J. Picek 27
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Figure 5: Histograms of the change-point estimator k̂∗ under the null hypothesis (left) and the

alternatives H(1)
A with δ = 1 (upper right) and H

(2)
A (lower right).

The foregoing leads to the following model approach. For the trend (mj) we specify the quadratic

polynomials (see Example 2.1)

mj = x
(m)
j

′
β(m) =

pm∑
`=1

β
(m)
`

(
j

n

)`−1

, j = 1, . . . , n,

where pm = 2. To postulate an appropriate seasonal component (sj), we follow the approach in

Priestley [37] and perform a periodogram analysis on y1, . . . , yn. This leads to the four dominating

Fourier frequencies ω1 = 2/160, ω2 = 13/160, ω3 = 40/160 and ω4 = 67/160, where n′ = 160 was

used to accommodate the fast Fourier transformation employed to compute the periodogram values

(see page 194 of [39] for a more detailed explanation). It is clear that ω2 corresponds to an annual

and ω3 to a quarterly cycle. The more unusual frequencies ω1 and ω4 describe cycles of 80 and just

over two months length. Now we can postulate that (see Example 2.2)

sj = x
(s)
j

′
β(s) =

qs∑
`=1

[
β

(s)
` cos

(
2πω`j
n

)
+ β

(s)
qs+` sin

(
2πω`j
n

)]
, j = 1, . . . , n,

where qs = 4 and ps = 2qs = 8. Finally we can merge the trend and seasonality components and

combine (1.1) and (1.2) to obtain (see Example 2.3) the model

yj = mj + sj + ej = x′jβ + ej =
(
x

(m)
j

′
,x

(s)
j

′)(
β(m)′,β(s)′

)′
+ ej j = 1, . . . , n,
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Figure 5: Histograms of the change-point estimator k̂∗ under the null hypothesis (left) and the

alternatives H(1)
A with δ = 1 (upper right) and H

(2)
A (lower right).

The foregoing leads to the following model approach. For the trend (mj) we specify the quadratic

polynomials (see Example 2.1)

mj = x
(m)
j

′
β(m) =

pm∑
`=1

β
(m)
`

(
j

n

)`−1

, j = 1, . . . , n,

where pm = 2. To postulate an appropriate seasonal component (sj), we follow the approach in

Priestley [37] and perform a periodogram analysis on y1, . . . , yn. This leads to the four dominating

Fourier frequencies ω1 = 2/160, ω2 = 13/160, ω3 = 40/160 and ω4 = 67/160, where n′ = 160 was

used to accommodate the fast Fourier transformation employed to compute the periodogram values

(see page 194 of [39] for a more detailed explanation). It is clear that ω2 corresponds to an annual

and ω3 to a quarterly cycle. The more unusual frequencies ω1 and ω4 describe cycles of 80 and just

over two months length. Now we can postulate that (see Example 2.2)

sj = x
(s)
j

′
β(s) =

qs∑
`=1

[
β

(s)
` cos

(
2πω`j
n

)
+ β

(s)
qs+` sin

(
2πω`j
n

)]
, j = 1, . . . , n,

where qs = 4 and ps = 2qs = 8. Finally we can merge the trend and seasonality components and

combine (1.1) and (1.2) to obtain (see Example 2.3) the model

yj = mj + sj + ej = x′jβ + ej =
(
x

(m)
j

′
,x

(s)
j

′)(
β(m)′,β(s)′

)′
+ ej j = 1, . . . , n,
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Data

Monthly air traffic data

model through the root of data, n = 159

Yj = β0 +β1j/n +

q∑
`=1

(
βc
` cos(2πωell j/n) +β

(s)
` sin(2πωell j/n)

)
+ ej

q = 4, ω1 = 2/160, ω3 = 13/160, ω3 = 40/160, ω1 = 80/160

ω2 – annual cycle

ω3 – quarterly cycle

ω4 —two months cycle

k̂∗ = 69
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Figure 6: Square root transformation of the monthly air carrier traffic data (upper panel) and its

periodogram (lower panel).

so that p = pm + ps = 11. Observe that this model ignores the existence of a potential break point

in the data. In a second step of the analysis, we will hence apply the procedure L̂n.

At the α = .05 confidence level, the approximation to the asymptotic critical value, say cα,n, can

be computed from the limit distribution function in Theorem 3.1. For p = 11 and n = 159, we obtain

that cα,n = −2 ln(−1
2 ln(1 − α)) + gp(lnn) = 10.50. A visual inspection of the model residuals, in

particular their sample autocorrelation function and sample partial autocorrelation function, reveals

that the innovations exhibit dependence. We therefore compute the scaling factor in Theorem 3.1,

that is, the ratio of σ̂2
n and τ̂2

n. We obtain that σ̂2
n = 50.87. To compute the estimator for the

long-run variance, we utilize the automatic bandwidth selection procedure for the Bartlett kernel

given on page 834 of Andrews [3]. According to this recommendation, bn = .65n1/3 = 3.53. This

leads to τ̂2
n = 89.41. In addition, we computed L̂n = 158.21. Since the value of the scaled test

statistic is much larger than the critical value, namely( σ̂n
τ̂n

)2
L̂n = 90.18 > 10.50 = cn,α,
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Hušková
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Figure 7: The fitted model based on the proposed data segmentation procedure (upper panel) and

based on a global fit (lower panel). The original data is shown in both plots as dashed line.

we reject the null hypothesis in favor of the alternative at the α = .05 level. The estimated

break point is k̂∗ = 69 which, not surprisingly, coincides with September 2001. A second round

of the segmentation procedure applied to the subsamples y1, . . . , yk̂∗ and yk̂∗+1, . . . , yn does not

yield further breaks. Interestingly, the segmentation leads to a removal of the unusual frequency

ω1 = 2/160 which artificially entered the model because the break occurred approximately in the

middle of the data set.

Figure 7 shows in its upper panel the fitted values obtained from the segmentation procedure

based on L̂n. For comparison, we have also provided a global fit based on all observations in the

lower panel of the same figure. It is obvious that the segmented version is a vast improvement over

the global fit with fitted values and observations matching closely, in particular for the pre-break

segment. The extreme outlier observation, September 2001, is not particularly well approximated
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