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Errors-in-Variables (EIV) Model

nx1 nxp nx1
X=2Z+06
nxp nxp nXp

® X and Y ... observable random variables

® Z ... unknown constants

® € and © ... random errors

e ... (to be estimated)
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Estimation

inconsistency of the Least Squares estimation
no distributional requirements
orthogonal direction (errors as small as possible)

estimate with respect to:
scale, rotation, and
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Construction of the estimate

@ minimize the errors [O, €]

@ unitary invariant matrix norm
matrix norm: [[UAV| = ||A]|, V unitary U and V
(UU'=UTU=1)

o for matrix norm

min [|[©,e]| st Y-e=(X-0)3
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Class of the Ul matrix norms

@ Schatten norms

/e 1/q
Al - (z) - (o) oz

29

nuclear norm (¢ = 1), Frobenius norm (¢ = 2)

k 1/q
A = (zaz) .
=1

operator norm (k = 1), Schatten norms (k =last)



Estimate

@ solution with desired properties for any Ul MN

B=(X"X-\)"'X"Y




Estimate

@ solution with desired properties for any Ul MN

B=(X"X-\)"'X"Y

A is the (p + 1)-st largest eigenvalue of [X,Y]"[X,Y]
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Weak dependence

@ strong mixing (a-mixing)

a(A,B) = sup |P(AB)—P(A)P(B)

A€A,BeB
a(n) = sup a(F, FS,,) — 0, n — oo
keN

e uniformly strong mixing (¢-mixing)

p(A,B) = sup [P(B|A)—P(B)|
A€ A,BeB

p(n) = sup p(Ff, Fe3,) — 0, n — oo
keN

@ uniformly strong mixing =- strong mixing
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Assumptions of the EIV model

@ rows [©;,,¢;| are a- or p-mixing

@ rows [©,,,&;] with zero mean and non-singular covariance
matrix 021, where o2 is unknown (for simplicity)

@ eXists a matrix

A= lim n'Z'Z

n—oo



Outline

Errors-in-variables estimation
EIV Model
Equivariant estimate

Inference
Assumptions of the EIV model
Asymptotic properties of the estimate




Asymptotic properties

@ consistency under uniformly strong mixing

B8, n—oo
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@ consistency under uniformly strong mixing

B8 n—o

P under and
of errors

\/ﬁ(/é_ﬁ)ﬁ)'/’/(()?)a n — o0



Outline

Errors-in-variables estimation
EIV Model
Equivariant estimate

Inference
Assumptions of the EIV model
Asymptotic properties of the estimate




Moving block bootstrap (MBB)

@ asymptotic depends on quantities
(cannot be estimated)



Moving block bootstrap (MBB)

@ asymptotic variance depends on unknown quantities
(cannot be estimated)

° of [X,Y] with replacement



Moving block bootstrap (MBB)
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P in
along [X, Y]

Va(B* - B)|[X, Y] %5 /(B - B)

n—oo



Moving block bootstrap (MBB)

@ asymptotic variance depends on unknown quantities
(cannot be estimated)

e resample blocks of row-pairs [X, Y] with replacement

@ approaching (each other) in distribution almost surely
along [X, Y]

V(B - B)|1X, Y] Y (B - B)

@ ex. Hy: p=2vs H : B#2
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Conclusions

o EIV with weakly dependent errors
@ €quivariant estimate
@ consistency and asymptotic normality

o MBB correctness
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