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\]

where \( 1 - \alpha \) is a given confidence level.
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(1)

where $1 - \alpha$ is a given confidence level.

The message: proportion of false (null) hypotheses is at least $\hat{\lambda}$. 
Let us have \( n \) points (rv’s) from interval \([0, 1]\). Take a random variable \( x \in [0, 1] \) and test the hypothesis:

\[
H_0 : x \sim \mathcal{U}[0, 1] \quad \text{against} \quad H_A : x \sim \mathcal{U}[0, 1 - \delta].
\]

Then the share of points from the null hypothesis greater than \( x \) would approximately be equal to \( 1 - x \):

\[
\frac{\text{number of points } > x}{n - k} \approx 1 - x
\]

and the share of points from the null hypothesis which are less than \( x \) would approximately be equal to \( x \):

\[
\frac{\text{number of points } < x}{n - k} \approx x
\]

Then the total number of points which are less than \( x \) approximately equals to \( x(n - k) + k \) and the total number of points which are greater than \( x \) is approximately equal to \((1 - x)(n - k)\). Thus, we have the distribution of the random variable \( x \) on the whole interval \([0, 1]\), under both the null and the alternative hypotheses.
Main Results

Having replaced $[0, 1]$ by df $F(x)$ and $G(x)$ such that

(A1) $G(x) > F(x), \forall x \in [0, 1],$

(A2) $\text{supp } G(x) \subset [0, 1 - \delta], \text{ for some } \delta > 0,$

we obtain the following estimator of the ratio $k/n$ in testing $n$ hypotheses:

$$p^*(x) = 1 - \frac{T_Z(x)}{n(1 - F(x))},$$

(2)

where $T_Z(x) = \mathbb{E}[T_{nZ}(x)]$ and $T_{nZ}(x) = \sum_{j=1}^{n} I\{Z_j > x\};$

$I\{Z_j > x\}$ indicator of the event $\{Z_j > x\}.$
Lemma

If condition (A1) holds, then the expected value of $p^*(x)$ is defined as following:

$$\mathbb{E}[p^*(x)] = p \left[ 1 - \frac{1 - G(x)}{1 - F(x)} \right],$$

where $p = \frac{k}{n}$. 

(3)
Corollary

For \( x \in (1 - \delta, 1] \) \( p^*(x) \) is an unbiased estimator of \( p \).
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Properties of the Estimator $p^*(x)$

Corollary

For $x \in (1 - \delta, 1]$ $p^*(x)$ is an unbiased estimator of $p$.

Corollary

If in addition to condition (A1) the following condition holds

$$\frac{F'(x)}{1 - F(x)} \leq \frac{G'(x)}{1 - G(x)},$$

(4)

then the expected value of $p^*(x)$ is a monotonic nondecreasing on the interval $[0, 1]$ function.
Corollary

Moreover, since

$$0 \leq 1 - \frac{1 - G(x)}{1 - F(x)} \leq 1,$$

then

$$0 \leq \mathbb{E}[p^*(x)] \leq p \ \forall x \in [0, 1].$$
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Standard Deviation of $p^*(x)$

$$\sigma^2_{p^*(x)} = \mathbb{E}[p^*(x)]^2 - \mathbb{E}[p^*(x)]^2.$$  \hfill (5)

**Theorem**

*If the random vectors $\mathbb{X}$ and $\mathbb{Y}$ are independent, then standard deviation of the estimator $p^*(x)$ has the form*

$$\sigma^2_{p^*(x)} = \frac{(1 - p)F(x)}{n(1 - F(x))} + \frac{pG(x)(1 - G(x))}{n(1 - F(x))^2}.$$  \hfill (6)
Theorem

Let conditions (A1) and (A2) satisfied. Then the standard deviation \( \sigma^2_{p^*(x)} \), defined in Theorem 1 is a monotonic nondecreasing function of \( x \) for all \( x \in [0, 1] \).
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