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Summary The poster presents procedures for detection of changes in mean. In particular test procedures based on ratio type test

statistics that are functionals of partial sums of M-residuals are studied. We assume to have data obtained in ordered time points and

study the null hypothesis of no change against the alternative of a change occurring at some unknown time point. We explore the

possibility of applying the bootstrap method for obtaining critical values of the proposed test statistics.

Model description
Let us consider observations Y1, ... ,Yn that were obtained at n time-ordered points. We
study the location model with at most one abrupt change in the mean:

Yk = µ + δI{k > k∗} + ek , k = 1, ... , n, (1)

where µ, δ = δn and k∗ = k∗n are unknown parameters. k∗ is called the change-point.
By e1, ... , en, we denote the random error terms.

We are going to test the null hypothesis that no change occurred

H0 : k
∗ = n (2)

against the alternative that change occurred at some unknown time-point k ∗

H1 : k
∗ < n, δ 6= 0. (3)

Test statistic
Following the ideas described in [1] and [2], a test statistic based on M-residuals is
considered:

Wn = max
nγ≤k≤n−nγ

max
1≤i≤k
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, (4)

where 0 < γ < 1/2 is a given constant, ψ is a score function, µ̂1k(ψ) is an M-estimate
of parameter µ based on observations Y1, ... ,Yk and µ̂2k(ψ) is an M-estimate of µ based
on observations Yk+1, ... ,Yn.

Limit distribution under H0

Assumption 1

The random error terms ei , i = 1, 2, ... form a strictly stationary α-mixing sequence
with distribution function F , that is symmetric around zero and for δ > 0, ∆ > 0 there
exists a constant C (δ, ∆) > 0 such that

∞
∑

h=0

(h + 1)δ/2α(h)∆/(2+δ+∆) ≤ C (δ, ∆). (5)

Assumption 2

The score function ψ is non-decreasing and antisymmetric function.

Assumption 3
∫

|ψ(x)|2+δ+∆dF (x) <∞ (6)

and
∫

|ψ(x + t2)− ψ(x + t1)|
2+δ+∆dF (x) ≤ C1(δ, ∆)|t2 − t1|

a,

|tj | ≤ C2(δ, ∆), j = 1, 2 (7)

for some constants 1 ≤ a ≤ 2 + δ + ∆, δ > 0, ∆ > 0 as in (5) and constants C1, C2
depending on δ and ∆.

Assumption 4

Let us denote λ(t) = −
∫

ψ(e− t)dF (e), for t ∈ R. We assume that λ(0) = 0 and that
there exists a first derivative λ′ for all t ∈ R such that it is Lipschitz in the neighborhood
of 0 and such that λ′(0) > 0.

Remark 1 The above conditions regarding ψ are satisfied for example for ψ(x) = x

(L2-method), ψ(x) = sgn(x) (L1-method) or for the Huber function.

Theorem 1 Let us assume that the above described conditions 1-4 hold. Then,
under the null hypothesis (2)

Wn
D

−→ sup
γ≤t≤1−γ

(

t

1− t

)1/2 sup
0≤u≤1

|B1(u)|

sup
0≤u≤1

|B2(u)|
as n → ∞, (8)

where {B1(u), 0 ≤ u ≤ 1} and {B2(u), 0 ≤ u ≤ 1} are independent Brownian
bridges.

Remark 2 The null hypothesis is rejected for large values of Wn. Explicit form of
the limit distribution (9) under the null hypothesis is not known. Therefore, to obtain
critical values, we have to use either simulation from the limit distribution or resampling
methods.

Permutation version of the test statistic
Let Y ∗

1,b, ... ,Y
∗
n,b, b ∈ B be samples obtained by sampling without replacement from

the original set of observations Y1, ... ,Yn. Let W
∗
n,b be the statistic created by replacing

Y1, ... ,Yn by Y ∗
1,b, ... ,Y

∗
n,b in (4). The following theorem states that in the case of i.i.d.

random errors, the conditional distribution of the resampling statistic may be used to
obtain critical values for the studied test statistics.

Theorem 2 Let us assume that the random error terms in (1) are i.i.d. with
E e1 = 0 and var ei = σ2 <∞. Then

P(W ∗
n,b ≤ x |Y1, ... ,Yn)

a.s.
−→ P






sup

γ≤t≤1−γ

(

t

1− t

)1/2 sup
0≤u≤1

|B1(u)|

sup
0≤u≤1

|B2(u)|
≤ x






, (9)

as b → ∞, where {B1(u), 0 ≤ u ≤ 1} and {B2(u), 0 ≤ u ≤ 1} are independent
Brownian bridges.

Simulation
Even though in the above theorem, i.i.d. random errors are considered, in the sim-
ulations presented below, we also simulated data with random errors that are AR(1)
sequences (with standard normal and t5-distributed innovations). Since there were de-
pendent observations, a block permutation method was used. For more details on this
method we refer to [3]. In all of the below presented simulations, we chose γ=0.2 and
block length K=5.

Critical values
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Figure 1: Comparison of L1 (red color) and

L2 method (blue color) 95% critical values un-

der H0. Solid lines correspond to N(0, 1) innova-

tions, dashed lines correspond to t5 innovations.

Results for n=100 (on the left) and n=200 (on

the right). γ=0.2 block length K=5.

Simulation of rejection probability
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Figure 2: Comparison of L1 (red color) and

L2 method (blue color) test performance under

H1. Results for n=100 (on the left) and n=200

(on the right). We simulated standard normal

random errors and used the 95% critical values.

Summary
Comparing to the critical values obtained by simulation of the limit distribution (see [4]),
resampling methods seem to be more suitable to obtain the critical values. Simulation
showed that the block resampling method gives reasonable results for AR(1) sequences
with values of the autoregression coefficient between -0.5 and 0.5. In future work, we
may focus on studying the optimal choice of block length, as well as deriving theoret-
ical results for the permutation version of the test statistics under more general set of
assumptions.
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